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Abstract. In this paper we present a simple theory, based on the notion of group action on a set, which explains why processes of throwing random sets of points and throwing random lines are similar up to the second moments of connected with them counting functions. We also discuss another applications of this method and show how to calculate higher moments using the group acting on a set. Presented methods can be used for the security analysis of various kinds of proposed recently key-predistribution protocols.

1 Introduction

One method of improving safety of transmissions between simple sensing devices is to assign them sets of cryptographic keys and methods of distributions of such keys are called key predistribution schema. The basic probabilistic key predistribution schema (see [1]) can be described as follows: we have a pool $K$ of cryptographic symmetric keys of cardinality $n$; each device $a$ obtains a randomly chosen subset $K_a \subset K$ of keys of cardinality $|K_a| \approx \sqrt{n}$; due to Birthday Paradox $K_a \cap K_b \neq \emptyset$ with high probability; using any key $K \in K_a \cap K_b$ the two devices $a$ and $b$ can establish a secure connection.

In order to control the probability of the event “$K_a \cap K_b \neq \emptyset$” one must carefully choose cardinalities of sets $K_a$.

More advanced solutions use various kinds of geometric constructions. We can arrange the pool of keys $K$ as a two dimensional space $V = (F_p)^2$ over the field $F_p$ and assign for each device $a$ a random line $K_a$ in $V$. Then $\Pr[K_a \cap K_b \neq \emptyset] = \frac{1}{p^2}$.

A more interesting solution, based on finite projective geometries, was presented by S. A. Camtepe and B. Yenerin in [2]. We fix a prime number $p$ and arrange the pool of keys $K$ as a projective plane $PG(2,p)$. This time sets $K_a$ are lines in $PG(2,p)$ and we get $\Pr[K_a \cap K_b \neq \emptyset] = 1$, since each two lines in $PG(2,p)$ have a nonempty intersection.

There are a lot of variants of classical problems for each of the described above models. For example: we select independently random sets $K_{a1}, \ldots, K_{ak}$ and ask about cardinality of the set $K_{a1} \cup \cdots \cup K_{ak}$. The first case, with purely random subsets, is very closely related to the classical Coupon Collector Problem (see e.g. [3],[4]). During direct calculations of first two moments of these variables for all the above-mentioned models of keys generations we observed that they are the same. The differences occur for the third moment. In this paper we want to explain this phenomenon.
If $q$ is a power of a prime then by $\mathbb{F}_q$ we denote the field with $q$ elements. If $V$ is a set and $n$ is a natural number then by $[H]^n$ we denote the family of all subsets of $H$ of cardinality $n$. The power set of $V$ is denoted by $\mathcal{P}(V)$. We denote by $\binom{n}{k}$ Stirling numbers of the second type and by $s(n, k)$ the signed Stirling numbers of the first kind. Finally, by $a^k$ we denote the falling factorial, i.e. $a^k = a(a-1) \cdots (a-(k-1))$. The expected value of a random variable $X$ is denoted by $\mathbb{E}(X)$. The indicator function of an event $A$ is denoted by $[A]$.

2 Invariant Random Variables

Let $(G, \cdot)$ be a group. Let us recall (see e.g. [5]) that an action of the group $G$ on the space $X$ is a binary function $G \times X \to X$, denoted as $(g, x) \mapsto g \cdot x$ such that $e \cdot x = x$ for all $x \in X$ and $g \cdot (h \cdot x) = (g \cdot h) \cdot x$ for all $g, h \in G$ and $x \in X$. This notion plays a very important role in finite combinatorics and is crucial in the Pólya’s counting theory (see [6]).

The action of $G$ on $X$ is called $n$-transitive if $X$ has at least $n$ elements and for any pairwise distinct $x_1, \ldots, x_n$ and pairwise distinct $y_1, \ldots, y_n$ elements from $X$ there is $g \in G$ such that $g \cdot x_k = y_k$ for all $1 \leq k \leq n$. Notice that if the action of $G$ on $X$ is $n$-transitive and $1 \leq r \leq n$ then the action is $r$-transitive, too.

Suppose that a group $(G, \cdot)$ acts on a space $V$. For subsets $A, B \subseteq V$ we define a relation

$$(A \sim_G B) \iff (\exists x \in G)(A = x \cdot B)$$

where $x \cdot B = \{x \cdot b : b \in B\}$. Clearly, $\sim_G$ is an equivalence relation on $\mathcal{P}(V)$.

**Definition 1.** Suppose that a group $G$ acts on a finite space $V$ and let $X$ be a random variable with values in $\mathcal{P}(V)$. Then $X$ is $G$-invariant if

$$(\forall A, B \in \mathcal{P}(V))(A \sim_G B \Rightarrow \Pr[A = X] = \Pr[B = X])$$

**Lemma 1.** Suppose that a group $(G, \cdot)$ acts on a finite space $V$, $a, b \subseteq V$, $a \sim_G b$ and that $X$ is a $G$-invariant random variable with values in $\mathcal{P}(V)$. Then $\Pr[a \subseteq X] = \Pr[b \subseteq X]$.

**Proof.** Let us fix $x \in G$ such that $x \cdot a = b$. Then

$$\Pr[a \subseteq X] = \sum_A \Pr[a \subseteq A \mid X = A] \cdot \Pr[X = A] =$$

$$\sum_{a \subseteq A} \Pr[X = A] = \sum_{x \cdot a \subseteq x \cdot A} \Pr[X = A] =$$

$$\sum_{b \subseteq B} \Pr[X = x^{-1} \cdot B] = \sum_{b \subseteq B} \Pr[X = B] = \Pr[b \subseteq X]$$

$\square$
Definition 2. A random variable $X$ with values in $P(V)$ is $r$-homogeneous if $|V| \geq r$ and for every two subsets $a, b$ of $V$ such that $|a| = |b| \leq r$ we have

$$\Pr[a \subseteq X] = \Pr[b \subseteq X].$$

Theorem 1. Suppose that a group $(G, \cdot)$ acts $r$-transitively on a finite space $V$ and that $X$ is a $G$-invariant random variable with values in the power set $P(V)$. Then $X$ is $r$-homogeneous.

Proof. If $G$ acts $r$-transitively on $V$, $1 \leq s \leq r$ then $G$ acts $s$-transitively on $V$, too. Hence if $a, b \subseteq V$ and $|a| = |b| \leq r$ then $a \sim_G b$, so the result follows from Lemma 1. \qed

If $X$ is $r$-homogeneous random variable then we put

$$p(X, s) = \Pr[\{a_1, \ldots, a_s\} \subseteq X]$$

where $\{a_1, \ldots, a_s\}$ is an arbitrary subset of the space $V$ of pairwise distinct elements. The definition of $r$-homogeneous variables implies that number $p(X, s)$ are correctly defined, i.e. do not depend on particular choice of the set $\{a_1, \ldots, a_s\}$.

Theorem 2. Suppose that $X, Y$ are $r$-homogeneous independent random variables with values in the finite space $V$ defined on the same probability space $\Omega$. Let $X^c(\omega) = V \setminus X(\omega)$ and $Z(\omega) = X(\omega) \cap Y(\omega)$. Then $X^c$ and $Z$ are $r$-homogeneous random variables.

Proof. Let us fix a sequence $(a_1, \ldots, a_s)$ of pairwise different elements from $V$, where $1 \leq s \leq r$. Let $a = \{a_1, \ldots, a_s\}$. Then, using the Inclusion-Exclusion Principle, we get

$$\Pr[a \subseteq X^c] = 1 - \Pr[a_1 \in X \lor \ldots \lor a_s \in X] = \sum_{k=0}^{s} \binom{s}{k} (-1)^k p(X, k)$$

and

$$\Pr[a \subseteq Z] = \Pr[a \subseteq X \land a \subseteq Y] = \Pr[a \subseteq X] \cdot \Pr[a \subseteq Y] = p(X, s) \cdot p(Y, s).$$

Therefore the class of $r$-homogeneous random variables is closed under standard set theoretical finitary operations applied to independent variables. We will show all first $r$ moments of $r$-homogeneous random variables are determined by the sequence $(p(X, k))_{k \leq r}$ and conversely, that the sequence $(p(X, k))_{k \leq r}$ determines its first $r$ moments.

Corollary 1. Suppose that $X$ is $r$-homogeneous random variable with values in the power set $P(V)$. Then

$$E(|X|^r) = \sum_{k=1}^{r} |V|^k \binom{r}{k} p(X, k).$$
Proof. Notice that |X| = \sum_{v \in V}[v \in X]. Therefore (see e.g. [7], Chapter II, p. II.6)
\[ \mathbb{E}(|X|^r) = \sum_{(x_1,\ldots,x_r) \in V^r} \Pr\{x_1,\ldots,x_r \subseteq X\} = \sum_{k=1}^r \left(\begin{array}{c} r \\ k \end{array}\right) \sum_{b \subseteq |V|^k} \frac{1}{k!} \left(\begin{array}{c} |V| \\ k \end{array}\right)^r p(X,k). \]

Theorem 3. Suppose that X is a r-homogeneous random variable with values in the power set P(V). Then
\[ p(X,r) = \frac{1}{|V|^r} \sum_{k=1}^r s(r,k)\mathbb{E}(|X|^k) = \frac{\mathbb{E}(|X|^r)}{|V|^r}. \]

Proof. Then Let \( x_k = \mathbb{E}(|X|^r) \) and \( y_k = |V|^r p(X,k) \) for \( k = 1,\ldots,r \). According to Corollary 1 these numbers satisfies the following system of linear equations:
\[ x_k = \sum_{a=1}^k \binom{k}{a} y_a \quad (k = 1,\ldots,r), \]

i.e. \( (x_1,\ldots,x_k)^T = S \cdot (y_1,\ldots,y_k)^T \) where \( S = (\binom{k}{a})_{k,a=1,\ldots,r} \). Hence
\[ (y_1,\ldots,y_k)^T = S^{-1} \cdot (x_1,\ldots,x_k)^T \]
Recall that \( S^{-1} = (s(k,a))_{k,a=1,\ldots,r} \) (see e.g. [5]), hence
\[ p(X,r) = \frac{1}{|V|^r} \sum_{k=1}^r s(r,k)\mathbb{E}(|X|^k). \]

The last equality follows from formula \( x^r = \sum_{k=1}^r s(r,k)x^k \). \( \square \)

A direct application of the last theorem gives the following useful corollaries:
Corollary 2. Suppose that a random variable X is r-homogeneous and that there exists a such that \( |X| \equiv a \). Then for each \( b \leq r \) we have
\[ p(X,b) = \frac{(a)^b}{|V|^b}. \]

Corollary 3. Suppose that X is 1-homogeneous random variable with values in the power set P(V). Let \( a \in V \). Then
\[ \Pr[a \in X] = \frac{\mathbb{E}(|X|)}{|V|}. \]

Corollary 4. Suppose that X is a 2-homogeneous random variable with values in the power set P(V). Let \( a, b \in V \) and \( a \neq b \). Then
\[ \Pr[\{a,b\} \subseteq X] = \frac{\mathbb{E}(|X|^2) - \mathbb{E}(|X|)}{(|V|-1)|V|}. \]
3 Applications - I

Let us consider a 2-dimensional vector space $V$ of cardinality $p^2$, where $p$ is prime bigger that 2. Let $X_V$ be a random variable which randomly and uniformly chooses subsets of $V$ of cardinality $p$ and let $L_V$ be a random variable which randomly and uniformly chooses lines in $V$.

The group $\text{Sym}(V)$ of all permutations of $V$ acts $r$-transitively for all $r \leq p^2$ and the random variable $X_V$ is $\text{Sym}(V)$-invariant. On the other hand the group $\text{Aff}(V)$ of all invertible affine transformations acts $2$-transitively on $V$ and $L_V$ is $\text{Aff}(V)$-invariant.

Notice that $|X_V| = |L_V| = p$, so from Corollary 2 we deduce that for each two different points $a, b$ from $V$ we have

1. $\Pr[a \in X_V] = \Pr[a \in L_V] = \frac{p^2}{(p^2)^2} = \frac{1}{p}$
2. $\Pr\{a, b\} \subseteq X_V = \Pr\{a, b\} \subseteq L_V = \frac{p^2}{(p^2)^2} = \frac{1}{p}$

It can be easily checked that if $a, b, c$ are pairwise different then $\Pr\{a, b, c\} \subseteq X_V = \frac{-2p - 2p^2 - p}{p^2}$ and $\Pr\{a, b, c\} \subseteq X_V \in \{0, \frac{1}{p(p+1)}\}$. The difference between random subsets and random lines lies, among others, in the fact that there non-collinear triples on the plane.

Let us fix a prime number $p$ and let us consider the projective plane $H = \text{PG}(2, p)$ over the field $\mathbb{F}_p$ (see e.g. [8], see also Fig. 1). Then $|H| = p^2 + p + 1$. Let $R_H$ be a random subset of $H$ of cardinality $p + 1$ and let $P_H$ be a random line in $V$. Let us recall that each lines in $H$ have $p + 1$ points. The projective linear group $\text{PGL}(H)$ acts 2-transitively on $H$. Therefore, as before, both random variables $R_H$ and $P_H$ are 2-homogeneous, so $p(R_H, 1) = p(P_H, 1) = \frac{1}{1 + p + p^2}$ and $p(R_H, 2) = p(P_H, 2) = \frac{1}{1 + p + p^2}$.

4 Sums of Independent Invariant Random Variables

Let us fix a space $V$ and $r$-homogeneous random variable $X$ with values in $\text{P}(V)$. Let $X_1, \ldots, X_k$ be independent copies of $X$ and $X^{(k)} = X_1 \cap \ldots \cap X_k$. From Theorem 2 we deduce that $X^{(k)}$ is $r$-homogeneous and

$$p(X^{(k)}, r) = (p(X, r))^k.$$

Let $F_k = |X^{(k)}|$. Then

$$(F_k)^r = \left( \sum_{x \in V} [x \in X^{(k)}] \right)^r = \sum_{(x_1, \ldots, x_r) \in V^r} [x_1 \in X^{(k)} \wedge \ldots \wedge x_r \in X^{(k)}],$$

Fig. 1. The smallest possible projective plane $\text{PG}(2, 2)$ (Fano plane). It has 7 points and 7 lines.
therefore
\[
E((F_k)^r) = \sum_{(x_1, \ldots, x_r) \in V^r} \Pr\{x_1, \ldots, x_r \in X^{(k)}\} = \sum_{(x_1, \ldots, x_r) \in V^r} (p(X, r))^k = \\
\sum_{i=1}^r \binom{|V|}{i} \frac{r!}{i!} (p(X, r))^k = \sum_{i=1}^r \binom{r}{i} |V|^i \cdot (p(X, r))^k.
\]

Using Corollary 3 we deduce that the number \(E((F_k)^r)\) depends only on numbers \(r, |V|, E(|X|), E(|X|^2), \ldots, E(|X|^r)\) and \(k\).

**Theorem 4.** For each \(r \geq 1\) there is a function \(\psi_r\) with the following property: if \(X\) is an \(r\)-homogeneous random variable with values in \(P(V)\), \(X_1, \ldots, X_k\) are independent copies of \(X\) and \(S_k = |X_1 \cup \ldots \cup X_k|\) then
\[
E((S_k)^r) = \psi_r(k, |V|, (E(|X|^j))_{j=1\ldots r}).
\]

**Proof.** Let \(Y = X^c\) and \(Y_i = (X_i)^c\). Then, according to Theorem 2 \(Y\) is \(r\)-homogeneous and \((Y_i)_{i=1\ldots k}\) are independent copies of \(Y\). We put \(F_k = |\bigcap_{i=1}^k Y_i|\) and observe that
\[
|S_k| - F_k = \sum_{s=0}^r \binom{r}{s} (-1)^s (F_k)^s |V|^{r-s}.
\]

The discussion above the implies that for each \(s \leq r\) the number \(E((F_k)^s)\) depends only on numbers \(r, |V|, E(|X|), E(|X|^2), \ldots, E(|X|^r)\) and \(k\). So the same holds for \(E((S_k)^r)\). \(\square\)

## 5 Applications - II

Let us fix once again a 2-dimensional vector space \(V\) over the field \(F_p\). We consider two processes. In the first one we randomly and independently choose \(k\) times subsets \(X_1, \ldots, X_k\) of subsets of cardinality \(p\). In the second one we randomly and independently choose \(k\) times lines \(L_1, \ldots, L_k\) in \(V\). We finally put \(X^{(k)} = X_1 \cup \ldots \cup X_k\) and \(L^{(k)} = L_1 \cup \ldots \cup L_k\). We are interested in probabilistic properties of random variables \(|X^{(k)}|\) and \(|L^{(k)}|\).

Let \(X\) be a random variable uniformly distributed over all subsets of \(V\) of cardinality \(p\) and let \(L\) be a random variable uniformly distributed over all lines in \(V\). From discussion from Sec. 4 we know that both variables \(X\) and \(L\) are 2-homogeneous, therefore we may apply Theorem 3 and deduce that \(E(|X^{(k)}|) = E(|L^{(k)}|)\) and \(E(|X^{(k)}|^2) = E(|L^{(k)}|^2)\), i.e. that the first two moments of variables \(|X^{(k)}|\) and \(|L^{(k)}|\) are that same.

Almost the same discussion applies to projective spaces. Namely, let us fix a prime \(p\) and consider the projective plane \(PG(2, p)\). Let \(X\) be a random variable uniformly distributed over all subsets of \(PG(2, p)\) of cardinality \(p + 1\) and let \(L\) be a random
variable uniformly distributed over all lines in $PG(2, p)$. Both variables $X$ and $L$ are 2-homogeneous, so we apply Theorem 5 and deduce that the first two moments of variables $|X^{(k)}|$ and $|L^{(k)}|$ are the same.

Let us consider the space $H = PG(3, p)$ (see Fig. 2). The group $PLG(3, p)$ acts 3-transitively on $H$ (see [8]). Let us consider the process of throwing planes in $H$ and, the second, the process of throwing subsets of cardinality $1 + p + p^2$. Notice that planes in $H$ have cardinality $1 + p + p^2$. Transformations from $PLG(3, p)$ preserves lines and planes. Therefore these two models of throwing sets have the same properties up to the third moment of their counting functions.

6 Beyond Homogeneity

Let $n \geq 3$, let us fix the cyclic group $C_n$ and let us consider two processes. In the first one we choose randomly and independently sets $X_1, \ldots, X_k$ from $[C_n]^2$ and in the second one we choose subsets $Y_1, \ldots, Y_k$ of the form $\{a, a + 1\}$ (mod $n$). We put $X^{(k)} = C_n \setminus (X_1 \cup \ldots \cup X_k)$, $Y^{(k)} = C_n \setminus (Y_1 \cup \ldots \cup Y_k)$ and we want to calculate first two moments of variables $|X^{(k)}|$ and $|Y^{(k)}|$. The group $C_n$ acts transitively on itself and both random variables are $C_n$-invariant, so both variables are 1-homogeneous, so $E(|X^{(k)}|) = E(|Y^{(k)}|)$. The first model is well-known and is easy to calculate; we have $E(|Y^{(k)}|) = n(1 - \frac{3}{n})^k$. The second moments of $|Y^{(k)}|$ can be calculated in the following way:

$$|Y^{(k)}|^2 = \left( \sum_{i=0}^{n} [x \in Y_1^{c} \cap \ldots \cap Y_k^{c}] \right)^2 = \left( \sum_{i=0}^{n} [x \in Y_1^{c}] \right)^2 =$$

$$\sum_{i=0}^{n} [x \in Y_1^{c}] + \sum_{i \neq j} [\{i, j\} \subseteq Y_1^{c}] ,$$

so

$$E(|Y^{(k)}|^2) = E(|Y^{(k)}|) + \sum_{i \neq j} \Pr[\{i, j\} \subseteq Y_1^{c}] .$$

We must calculate the second term manually. In many cases this is an easy exercise. Recall that (see Lemma 1) if $a \sim_G b$ and a random variable $X$ is $G$-invariant, then $\Pr[a \subseteq X] = \Pr[b \subseteq X]$. So, in our case it is enough to consider pairs of the form $(0, j)$, where $j < n - 1$. Note that if $j \neq 1$ then $\Pr[\{0, j\} \subseteq Y_1^{c}] = 0$ and that $\Pr[\{0, 1\} \subseteq Y_1^{c}] = (n - 3)/n$, so finally we get

$$E(|Y^{(k)}|^2) = n \left( 1 - \frac{2}{n} \right)^k + n \left( 1 - \frac{3}{n} \right)^k .$$
This observation can be easily generalized. Suppose that we are analyzing a set valued $G$-invariant random variable and suppose that we know all moment $E(|X|^i)$ for $i < r$. Then

$$E(|X|^r) = E\left(\left(\sum_{x \in V} [x \in X]\right)^r\right) = f(E(|X|), \ldots, E(|X|^{r-1}))+\sum\{Pr\{[a_1, \ldots, a_r] \subseteq X\} : (a_1, \ldots, a_r) \in Diff(V, r)\}$$

where

$$Diff(V, r) = \{(a_1, \ldots, a_r) \in V^r : \bigwedge_{i \neq j}\{a_i \neq a_j\} \}$$

and $f$ is an easy to calculate function. Notice that the relation $\sim_G$ splits the set $Diff(V, r)$ into disjoint classes and if $a \sim_Q b$ then $Pr[a \subseteq X] = Pr[b \subseteq X]$. In typical cases the are only few equivalence classes, so the calculations are easy.

For example, let us consider the process of throwing random lines on finite plane $(F_p)^2$. Note that there is $p^2$ points in this space. Let $L_i$ be the $i$-th line chosen and $C_k$ be the number of points not covered by any of first $k$ lines. For the calculation the first two moments we may replace lines by subsets of cardinality $p$ and we easily get $E(C_k) = p^2\left(1 - \frac{1}{p}\right)^k$ and $E((C_k)^2) = p^2\left(1 - \frac{1}{p}\right)^k + p^2(p^2 - 1)\left(1 - \frac{2p-1}{p(p+1)}\right)^k$. The first interesting moment is the third one. Namely, we have

$$E((C_k)^3) = \sum_{x,y,z} Pr\{[x, y, z] \subseteq L_i\} = \sum_x Pr\{[x] \subseteq L_i\}^k + 3 \sum_{x \neq y} Pr\{[x, y] \subseteq L_i\}^k + \sum_{(x,y,z) \in Diff(V,3)} Pr\{[x, y, z] \subseteq L_i\}^k$$

In our case there are only two equivalence classes: collinear triples and non-collinear triples. There are no lines containing non-collinear triples, and for each collinear triple there is only one line containing it; there are $p^2(p^2 - 1)(p - 2)$ collinear triples; there are $p^2 + p$ lines; so last factor reduces to $p^2(p^2 - 1)(p - 2)(1 - \frac{1}{p(p+1)})^k$. After some simplifications we get the following formula

$$p^2\left(1 - \frac{2}{p}\right)^k + \frac{p^2(p^4 - 1)}{p - 1}\left(1 - \frac{1}{p^2}\right)^k + 3p^2(-1 + p^2)\left(1 - \frac{1 + 2p}{p + p^2}\right)^k$$

for $E((C_k)^3)$. A similar calculations for throwing random sets from $([F_p]^2)_p$ gives as the formula

$$E((G_k)^3) = p^2\left(1 - \frac{2}{p}\right)^k + p^2(2 - 3p^2 + p^4)\left(1 - \frac{-2 - 3p + 3p^2}{p(p^2 - 2)}\right)^k + 3p^2(-1 + p^2)\left(1 - \frac{1 + 2p}{p + p^2}\right)^k$$
for the third moment of the number of non-marked points after throwing \( k \) sets.

In order to satisfy our curiosity we compared third moments of random variables \( G_k \) and \( C_k \) for the plane \( F_{29}^2 \) (see Fig. 3). Clearly both moments tends to 0 when \( k \) tends to infinity but we see that the convergence rates are very different.

7 Conclusion

Throwing random sets of points and throwing random lines are very similar, at least up to first two moments of their counting functions. This holds both for classical finite planes and for finite projective planes. Responsibility for these facts should weigh down the symmetries of both spaces and throwing objects.
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