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Introduction

Model of computation:

e radio network(set of stations communicating by radio messages)

e single hop(all stations are within the range of each message)

e synchronizedtime is divided into slots)

e single channe(in one time slot only one message can be broadcast)

e If station listens themprobabllity of successful receptiosp
(In reliable networkp = 1. In unreliablenetworkp < 1.)

e during each time slot any station can be either:

—Idle (using no energy), or
—broadcastingpr listening(using one unit of energy)

Complexity measures:

e energetic cost maximum over all stations of the energy used. (Stations are poweréx

thgries.)

A

e time— number of time slots used by the computation.

Remark: By “lg” we mean %og,”.

Ranking

(We assume that = 2%.) A sorted sequence of keya;, ..., b, 1 permuted by a fixed permutation
7. 1S transmitted periodically. (In time slothe keyb,. is broadcast, where = ﬂkjl(t mod n).)

Stationa containingkey|a| has to compute theank of key|a| in b, ..., b,_1 (Or its approximation).
(Rankof keyla| is [{b; | b; < key|a]}|.) Stationa contains variableminR|a] andmaxR|a] that are
the lower and upper bound on the rank, respectively. Ihti@inR[a| = 0 andmaxR|a] = n. a can
start its computation in arbitrary time slot. In time stpthe statioru does:

Letz = 7, '(t mod n). If minR[a] < z < maxR[a] thena listens.
If a received the message (ilg.), thena does:

If keyla] < b, then maxR|a] < x elseminR[a| «— = + 1

Note that the rank dfey/|a| is always in the intervaiminR[a|, maxR|a|.

Lemma 1. Letc be a positive integer. After- n time slotsminR|a] = maxR|a| (i.e. the exact rank is
computed) with probability at least— 2 - (1 — p)©.

(Stationa hasc chances of receiving the direct neighborkey|a|.)

Lemma 2. The expected value & = maxR[a] — minR|a| after n time slots is not greater than
2/p — 2.

(Letr be the rank okey|a] in b, ..., b,_1. ThenmaxR[a| —r+1 is bounded by a random variablé
with geometric distributionPr(X = m) = (1 —p)™~!.pandE[X] = 1/p. ThusE[maxR][a] — r] =
1/p — 1 (and, by symmetryE|[r — minR|a|]] = 1/p — 1.)

Bisection orderingpermutation oy): lllustrated by the - o 1 o2 3 4 5 & 7
figure to the right: Eachr is connected by vertical dotted e 6 e e e e o
line with the node labelledo,(z). (Note that level ofP'™y: 8 2 5§ & 8 8 & E
the tree and position within the level can be easily read : I
from binary representation of. Hence,boy is “easily 'v¢' °* . -
computable” function.) If the network is reliable angd = | 1ever 1 = 1 2
bo;. anda starts in time slot = 0 then the energy used_ _, , , 4 \4 c 4 \6
by a Is at mostk. However, ifa can start in arbitrary time -/

slot, then the energy used bymay be as large as/2. level 3 7

Recursive bisection orderingermutation

(rbo;): First we permute all the elements
e | by boy. and then we permute each level of
the binary tree obo;. (except the first and
the last one, which are singletons) by recur-
sive bisection orderingrigo is also “easily
computable”.)
The permutationr;. can be imagined as
a set of parallel vertical blades cutting of

\ ‘ parts of the horizontal interval containing

torturtttual  the rank ofkeyla] as it falls downwards.
The figure to the left illustrates the differ-
ence betweeho andrbo.

Lemma 3. Let ;. bebo;. or rbo,.. Let the statioru start in time slot). The expected energy used by
a during the firsth = 2" time slots is at most+ k - (2/p — 1).

DO rbo

(This follows from Lemma 2 applied to each level of the binage ofbo;..)
Ranking withrbo in a reliable network

Theorem 1. If 7;. = rbo;,. andp = 1 and stationa starts in arbitrary time slot, then the statian
listens at most Ig n times before it learns its rank.

(The proof is rather technical: We bound by 2 or by 4 the enespd within levels of the bisection
binary trees formed on the same or different levels of recanaithin rbo.)

Remarks:

¢ In the simulations, the energy used dyvas never greater tharign. (The estimationtlg n does
not seem to be very precise.)

e The experimental results suggest ttiad is also energetically efficient mnreliablenetworks when
a starts in arbitrary time slot.

we partition the sequencs, ..., s, into blocksof length2*.

Sorting

We assume thag n is positive integer. The network consistsrof
stations:sy, . .., s,_1. Eachs; contains single keykey|s;|. Eac
s; also contains the following variables:

procedure init
Eachs; does (in parallel):
® idXO[SZ'], Cee idxlgn[si] begin
e MiNRy[s;], ..., MINRy, ,,_1[s; IdXq[s] — 0;
0lsi 115 for k — 1tolgn do
L Ika[SZ] — NIL;

for k —0tolgn —1do
| | ) minR[s;] — 0;
idX;.|s;| should become the index kéy|s;] in the sorted sequence maxR[s;] « 2F;

of the keys from its block on level. The ultimategoal of sorting
is to compute in eachx, ,|s;| the index ofkey/s;| in the sorte
sequence of all the keys.

e maxRy|s;|, ..., MaxRy,,_1[s;]
These variables are Initialized by the procedume On level &

end

(SR

procedurerank(k, [, d, m;.)
for 0 < i < 2k:

e let a; denotes; o419k ;, @and

o leth; denotes; o1y (1_ ).k - rank(k,l,d, m;.), for d € {0,1}, is used

for merging thelth pair of sorted blocks on
level £ into one block on levek + 1. For
d = 0 (respectivelyd = 1), each station

for time slott « 0 to 2¥ — 1 do
the (at most one)); with 7, (idx.[b;]) = ¢
broadcastéey = key|[b;];

letz = w1 (t); from the left (respectively right) block at-
eacha; with minR[a;] < 2 < maxR;[a;] does: tempts to find the rank of its key in the other
begin block (using one round of the ranking al-

a; listens; gorithm). The sum of the index in its own

block and the rank in the other block is the
Index in the merged block. To ensure that
the sorting isstableand that the computed
(d = 1 andkey|a;| < key) then iIndexes are unique, whenever we compare

_ maxRy[a;] < z; two equal keys, the one from the right block
else IS considered to be the greater.

- minRy|a;] «+— =+ 1; (Cascading computation of indexes could
(* cascading computation of indexes *) |be useful if some ranking on lower level
K — k: follows some some ranking on higher level.
while k' < lgn andidx;.[a;] # NIL and In sorting,, (defined below) it is enough to
minNR;.|a;] = maxR;.|a;| do compute only the index on the next level.)

idxk’—l—l[ai] “— ika/[CLi] + mian/[CLZ’];

L K —k +1;

If a; receivedkey then
(* comparison forstableranking *)

if (d =0 andkeyla;] < key) or

end

evelRanking(k, r;.) is used for merging all the pairs of blo 'KﬁrocedureIeveIRanking(k )
on levelk. levelRanking(k, mj) attempts to increase the number. , 5 n/(2k+1) 1 djo
of computed indexes on levehk- 1. The time of eaclevelRank- rank(k, 1,1, 7,);

INng Is n and sorting algorithms can be defined as sequencestofank(h 1,0, 70);

levelRankings.

Forn > 0and0 < ¢,¢ < 1,letc(q, ¢, n) = logy /, (271;?”)1 = [(1+1gn+lglgn+1g(1/¢))/1g(1/q)].

rocedure sorting,,
P g sorting,, Is the simplest application dév-

INit; : _
Letq = 1 — p, wherep is probability of successful elRankings that guaranties successful sort-
reception; ing with probabilityl — ¢’. The low ener-

getic cost follows fromr, = rbo;. (We

for k «— 0tolgn —1do
could usebo;. as well.)

repeatc(q, ¢, n) timeslevelRanking(k, rboz.);
k

Theorem 2.For 0 < ¢’ < 1, the proceduresorting,, sorts any input sequence with probability greater
or equall — ¢'.

(This follows from Lemma 1 and from the definition @fy, ¢, n).)

Theorem 3. For any input, the expected energy used for listening by any single statsorting,, is
atmostlgn - (1+(c—1)(2/p—2)+(2/p—1)(Ign — 1)/2) +c(n — 1)¢’, wherec = ¢(q,q’,n). The
energy used for broadcasting by any single stationlgs:. Time ofsorting, Is cn lg n.

(If the computation is successful, then all indexes on Ié\vale computed before the first
levelRanking(k, rbo;.). Thus we can use Lemma 3 to bound the energy used by thdefiedt
Ranking(k,rbo;.). By Lemma 2 we have the bounds for the remairmgelRankings on this level.

If the computation is unsuccessful (this happens with probability’) then we use the worst case
bound:c(n — 1).)

There Is a tradeoff between energy and reliability. As one example, weethavollowing corollary:

Corollary. Algorithmsortingl/n sorts any input with probability at Ieaést—% intimeO(n 1g°n) and,
for each statiors, the expected energy usedbig O(1g” n).
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