Rachunek Prawdopodobienstwa

LISTA 9

Informatyka algorytmiczna (I st.) WIT —2025/2026

UWAGA — Jest to lista do samodzielnego przerobienia. Obejmuje ona wybrane zagadnie-
nia poruszane na wyktadach 12— 15. Zasadniczym celem tej listy jest utatwienie samodzielne;j
pracy nad opanowaniem materialu omawianego na styczniowych wyktadach.

Z.ADANIA PODSTAWOWE

Jedno z zadan na egzaminie moze by¢ podobne do jednego z zadan podstawowych (,,bez
gwiazdki”). Rozwigzania wigkszosci z nich byty / beda oméwione na styczniowych wyktadach.

Zadanie 1. (Normal approximation to binomial distribution) Niech X ~ Bin(n, p).

(a) Korzystajac z centralnego twierdzenia granicznego oszacuj prawdopodobienistwo te-
go, ze X odchyla si¢ od swojej wartoSci oczekiwanej o wiecej niz 3oy, gdzie ox =
\/var (X). Czy takie oszacowanie ,,ma sens” dla dowolnych wartosci n?

(b) Poréwnaj to oszacowanie z ograniczeniem uzyskanym przy pomocy nieréwnosci Cze-
byszewa oraz doktadng wartoscia szacowanego prawdopodobienistwa dla n = 1000 oraz

p=1/2.

HINT: Przeanalizuj odpowiedni przyktad ze slajdéw do wyktadéw 12 1 13 oraz przeczytaj roz-
dziat 4.3 z podrgcznika M. Baron, Probability and Statistics for Computer Scientists, 2nd Edi-
tion, Chapman & Hall/CRC Press, 2013.

Zadanie 2. (Statistical sampling) W wyborach o fotel prezydenta ubiega si¢ dwoch kandy-
datéw — R i K. Chcemy oszacowaé frakcje p wyborcéw popierajacych R. W tym celu wy-
bieramy losowa probe n wyborcow (zaktadamy, ze kazdy wyborca jest wybierany do sondazu
niezaleznie z jednakowym prawdopodobiefistwem, nie odmawia odpowiedzi i méwi prawde)
1 jako estymator wartosSci p przyjmujemy frakcje p os6b z wybranej proby, ktére popieraja .

Jak, w oparciu o centralne twierdzenie graniczne, dobra¢ wielkos$¢ proby n, zeby z prawdopo-
dobieistwem > 1 — o pomyli€ si¢ o < ¢ dla zadanych « i € ? Oszacuj minimalne wartosci n
dlaa = 0,061 =0,050raz e = 0,01.

HINT: Przeczytaj rozdziat 8.3 z podrgcznika G. Grimmet, D. Welsh, Probability. An introduc-
tion, 2nd Edition, Oxford University Press, 2014 oraz rozdziat 5.3.1 z podrgcznika M. Baron,
Probability and Statistics for Computer Scientists, 2nd Edition, Chapman & Hall/CRC Press,
2013 (warto zajrze¢ tez do rozdz. 8.1, 9.2 (wprowadzenie), 9.3.2 1 9.3.3)

Zadanie 3. (Przyktad z wyktadu 12.) Ustalmy A € R, A > 0.Dlan € N,n > ng = [A\] + 1

A Xn S ) ..
niech X,, ~ Geo (p,), gdzie p, = — iniech Y,, = —. Pokaz, ze ciag (Y},)n>n, jest zbiezny
n n
wedlug rozktadu i wyznacz rozktad graniczny.



Zadanie 4. (Egzamin 2024/25 — Il termin) Zmienna losowa X ma rozktad Gumbela z pa-
rametrami o = 01 3 = 1, co oznaczamy X ~ Gumbel (0, 1), jesli jej funkcja gestosci prawdo-
podobienstwa zadana jest wzorem fx (t) = exp(—e™* —¢)dlat € R.

Niech Y,,, n > 1, beda niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym Exp (1).
Niech ponadto M,, = max{Y;: 1 < i < n} oraz X,, = M,, — Inn. Pokaz, ze X, 4, X, gdzie
X ~ Gumbel (0, 1).

Zadanie 5. Niech X = (X,,: n € N) bedzie tancuchem Markowa opisujacym proste btadze-
nie losowe (spacer losowy) na grafie cyklicznym (cyklu) C, k € N, ktérego diagramy przejScia
dla k = 41 k = 5 przedstawia rysunek (I} Wykonaj ponizsze zadaniadla k = 41 k = 5 oraz
uog6lnij wyniki dla dowolnego k£ € N.

(a) Podaj macierz przejscia P taiicucha Markowa X.

(b) Wyznacz P2, P3 oraz P*. Jaka postaé¢ bedzie miata macierz P™ dla dowolnego n € N?
Jak mozemy zinterpretowaé te macierze?

(c) Oblicz prawdopodobieristwo tego, ze znajdziemy si¢ w wierzchotku vy po 1, 2, 31 4
krokach, jesli w chwili n = 0 rozpoczynamy spacer losowy w wierzchotku vy. Uogdlnij
te wyniki dla dowolnej liczby krokéw n € N.

(d) Jak zmienig si¢ prawdopodobienstwa obliczone w punkcie (c), jesli z prawdopodobien-
stwem 1/2 zaczynamy spacer losowy albo w vg, albo w v1?

(e) Czy tanicuch Markowa X jest nieredukowalny? Czy jest nieokresowy? Czy zalezy to od
parzystosci k?

(f) Wyznacz rozktad stacjonarny 7 taficucha Markowa X (tj. rozktad prawdopodobienistwa
na przestrzeni standw zadany przez wektor 7 spetniajacy 7P = 7). Czy jest on okreSlo-
ny jednoznacznie? Czy dla dowolnego rozktadu poczatkowego 7y rozktad 7, w chwili
n zbiega do rozktadu stacjonarnego wraz z n — oo?
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Rysunek 1: Diagramy przejs$¢ dla tancuchéw Markowa z zadania



Z.ADANIA DODATKOWE

Ponizsze zadania ,,z gwiazdka” sa nieobowiazkowe. Ich znajomo$¢ nie bedzie wymagana na
egzaminie.

% Zadanie 6. (Statistical sampling (cont.)) Zalézmy, ze metoda z zadania [2{ zwrécita zbyt
mata warto$¢ n, zeby aproksymacja rozktadu dwumianowego przez rozktad normalny byta wia-
rygodna. Zaproponuj alternatywne podej$cie do wyznaczenia rozmiaru losowej proby n oparte
o nieréwnos¢ Czebyszewa.

HINT: Rozwiazanie znajdziesz w rozdziale 5.3.1 z podrgcznika M. Baron, Probability and Sta-
tistics for Computer Scientists, 2nd Edition, Chapman & Hall/CRC Press, 2013.

% Zadanie 7. (Przyktad z wyktadu 12.) Ustalmy przestrzen probabilistyczng
1

([0,1], B([0,1]), A), gdzie A jest miarg Lebesgue’a. Niech X,,(w) = n - Il{w € [O, —H i niech
n

X(w) =0dlaw € [0, 1]. Pokaz, ze X,, > X.

A
% Zadanie 8. Ustalmy A\ > 0. Niech X,, ~ Bin(n, p,), gdzie p, = — i niech X ~ Po (}).
n

Korzystajac z twierdzenia Lévy’ego o ciagltosci pokaz, ze X, 4 X,

% Zadanie 9. (Zbieznosc wzgledem momentow) Niech X, X1, Xo,...: 2 — R beda zmien-
nymi losowymi o skoficzonych p-tych momentach dla pewnego p > 1, tj. E (| X|?) < oo oraz
E (|X,.|?) < oo dla kazdego n > 1. Méwimy, ze ciag (X, ),>1 jest zbiezny wzgledem p-tych
momenté do X, co oznaczamy X,, = X, jezeli lim E (|X,, — X|?) = 0. Mozna pokazac,

ze jesli X,, 25 X dla pewnego p > 1, to w szczegolnosci lim E (X,) = E(X).
1 P
(a) Niech X,, ~U ({O, D n > 1. Pokaz, ze X, 2 0 dla dowolnego p > 1.
n
(b) Pokaz, korzystajac z nieréwnosci Markowa, ze jesli X, 2 X da pewnego p > 1, to
X, & X,

(c) Podaj przyktad ciagu zmiennych losowych zbieznych wedtug prawdopodobieristwa, ale
nie wzglgdem wartosci oczekiwanych, tj. ciagu (X,,),>1 takiego, ze X, L X dla pew-
nej zmiennej losowej X, ale lim E (Xn) #E(X).

% Zadanie 10. Korzystajac z nieréwnosSci Cauchy’ego-Schwarza pokaz, ze jesli X, 2X
dlap=2,to nhf{)loE(Xn) =E(X).

'W literaturze zbiezno$¢ ta nazywana jest réwniez zbiezno$cia w przestrzeni L? i jest definiowana dla dowol-
nych p > 0.



