Rachunek Prawdopodobienstwa

Z.ADANIE DOMOWE 3

Termin wysytania (MS Teams): 23 grudnia 2025 r. godz. 23:59

Promocja swiateczno-noworoczna: spéznienia beda naliczane dopiero od 01.01.20261.

Rozwiazania zadan 1 -3 przedstaw w formie krétkiego sprawozdania.

* Przedstaw wyniki przeprowadzonych eksperymentow — zaprezentuj wykresy, zwigZle
omOw uzyskane rezultaty i wyciagnij wnioski.

* Na podstawie wykreséw krotko scharakteryzuj koncentracj¢ wynikéw uzyskanych w po-
szczegllnych powtdorzeniach wokdét wartosci Sredniej dla badanych wielkoSci.

* Na podstawie wykreséw postaw hipotezy odno$nie asymptotyki wartosci Srednich bada-
nych wielkosci i1 uzasadnij ich wybor (w razie potrzeby w niektérych wykresach mozesz
zastosowac skalg logarytmiczng).

* W przypadku zadar z % (,teoretycznych”), przedstaw wymagane rozumowania i obli-
czenia oraz zwigZle oméw wyniki i odpowiedz na pytania.

Za rozwiazania zadan 1-3 mozna uzyskaé tacznie 7 punktéw (,,standardowe” 5 pkt + 2 pkt
dodatkowe za rozwiazania zadan z ¥%).

Zadanie 1. [2pkt] The Power of Two Choices / ballanced allocation, patrz np. rozdziat 17
w [MU17]

Rozszerz symulacje z zadania domowego 2 o eksperymentalne wyznaczanie maksymalne;j licz-
by kul w urnie po wrzuceniu n kul do n urn (maximum load) w przypadku, gdy:

(a) dla kazdej kuli wybieramy niezaleznie i jednostajnie losowo jedna z n urn, w ktorej
umieszczamy kuleg,

(b) dla kazdej kuli wybieramy niezaleznie i jednostajnie losowo z powtdrzeniami d urn
i umieszczamy kulg w najmniej zapetnionej z wybranych urn (,,remisy” rozstrzygamy
w dowolny sposéb).
Przeprowadz podobne eksperymenty jak w zadaniu domowym 2 celem wyznaczenia L(? —
maksymalnego zapetnienia pojedynczej urny po wrzuceniu n kul — dla d = 1 (punkt (a)) oraz
d = 2 (punkt (b)). Przedstaw uzyskane wyniki jak w zadaniu domowym 2.
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1D oznacza $rednia wartos¢ L{® dla danego n oraz d € {1,2}, a funkcje f, i f, zadane sa

1 Inl
wzorami fi(n) = ln?:n oraz fo(n) = Iinnzn (por. rozdziat 17 w [MU17])).

W celu uzyskania wigkszej czytelnosci wynikéw mozesz zwigkszy¢ zakres n wykonujac symu-
lacje np. dla n € {10000, 20000, ...,1000000} lub zastosowaé na wykresach skalg logaryt-
miczna.

Podobnie jak w zadaniu domowym 2, wykonaj dodatkowo wykresy , gdzie



https://ki.pwr.edu.pl/gotfryd/dyd/ppb2025_26/hw/ppb_hw2_25-26.pdf

Zadanie 2. [3 pkt =2 + dodatkowy 1 pkt] Sortowanie przez wstawianie losowych danych

Uwaga. Podobne zadanie — dla wigkszej liczby algorytméw sortujacych — moze si¢ pojawic na
laboratorium do kursu Algorytmy i struktury danych (4 semestr).

(a)

(b)

* (c)

Zaimplementuj oraz przetestuj dzialanie algorytmu sortowania przez wstawianie
INSERTIONSORT (patrz algorytm [I} jego szczegétowe oméwienie mozna znalezZé np.
w rozdziale 2.1 w [[CLRS22]]). W tym celu dla kazdego n € {100,200, ...,10000}
wykonaj po £ = 50 niezaleznych powtorzen:

i) generowania tablicy A[l..n] bedacej losowa permutacja zbioru liczb {1,...,n}
(wszystkie permutacje powinny by¢ jednakowo prawdopodobne; podobnie jak po-
przednio, zadbaj o dobry generator liczb pseudolosowych),

ii) sortowania wygenerowanej tablicy A,
1il) zapisywania statystyk obejmujacych rozmiar danych n, liczb¢ wykonanych poréw-
nan migdzy kluczami (elementami tablicy A) oraz liczbg przestawieni kluczy.

Po zakonczeniu eksperymentéw, korzystajac z zebranych danych, przedstaw na wykre-
sach:

1) liczbe wykonanych poréwnan w poszczegdlnych powtérzeniach oraz Srednig liczbe
poréwnai cmp(n) jako funkcje n,

i1) liczbe przestawien w poszczegdlnych powtdrzeniach oraz Srednig liczbe przesta-
wien kluczy s(n) jako funkcje n,

iii) iloraz cmp(n) oraz cmpz(n) jako funkcje n,
n n

s(n) _ s(n)

iv) iloraz oraz
n

jako funkcje n.

Niech S,, bedzie liczba przestawien w algorytmie INSERTIONSORT podczas sortowa-
nia permutacji n zbioru liczb {1,...,n} wybranej jednostajnie losowo. Przeprowadz
analizg¢ teoretyczng (zgodnie z ponizszymi wskazodwkami), ktorej celem jest wyznacze-
nie wzoréw na E (S,,) oraz var (.5,,) i poréwnanie ich z wynikami przeprowadzonych
eksperymentow.

1) Zauwaz, ze S, jest rowne liczbie inwersji w sortowanej permutacji 7. Niech
m, €1, ={0,...,n—1} x{0,...,n—2} x--- x {0,1} x {0} bedzie wektorem
inwersji permutacji 7, tj. m,(7), i € {1,...,n}, zlicza liczb¢ elementéw wigkszych
od 7 ,,na lewo od ¢’ w permutacji . Zauwaz, ze istnieje bijekcja migdzy zbiorami S,,
permutacji zbioru {1,...,n} a zbiorem wektoréw inwersji 1I,,. Wywnioskuj stad,
ze jednostajnie losowy wybér permutacji n € S,, jest rOwnowazny jednostajnie
losowemu wyborowi wektora 7 € I1,,.

ii) Niech zmienne losowe X;, i € {1,...,n}, oznaczaja i-ta wspétrzgdna wektora
inwersji m wybranego jednostajnie losowo z I1,,, tj. X; = 7 (i) (rzut wektora 7 na

0§ 7). Zauwaz, ze zmienne losowe X; sa niezalezne i maja rozktady jednostajne, tj.
X; ~U({0,...,n—1}).

iii) Wywnioskuj stad, ze .5,, = Z X;. Wykorzystaj ten fakt do wyznaczenia wzoréw
=1
na E (S,,)) oraz var (.5,,), a nastgpnie oblicz og, oraz

Sn

E (5)
wzory z wynikami przeprowadzonych eksperymentow.

. Poréwnaj otrzymane



Algorytm 1 Algorytm sortowania przez wstawianie (por. rozdziat 2.1 w [[CLRS22]).

1: procedure INSERTIONSORT(A[1..n|)
2 for j = 2ton do

3 key «— Al[j]

4: // Wstaw A[j] w posortowany podciag A[l..j — 1].
5: 1—7—1

6 while i > 0 and A[i] > key do
7 Ali + 1] « Al

8 1—1—1

9: end while

10: Ali + 1] < key

11: end for

12: end procedure

Zadanie 3. [2 pkt =1 + dodatkowy 1 pkt] Uproszczony model komunikacji z zaktoceniami

Rozwazmy uproszczony model komunikacji w sieci o topologii gwiazdy, sktadajacej si¢ z n+ 1
weztow {0, 1,...,n} (patrz rys.. Poczatkowo centralna stacja (wezet 0 oznaczony na rysunku
kolorem szarym) posiada informacjg, ktéra chce rozesta¢ do wszystkich pozostatych weztow.
W tym celu w pojedynczej rundzie rozgtasza wiadomos¢, ktéra — z uwagi na zaklécenia —
kazda stacja v > 0 odbiera niezaleznie z prawdopodobieristwem p. W kolejnych rundach stacja
0 powtarza proces nadawania tej Wiadomoéciﬂ Niech 7;, oznacza pierwsza rundg, po ktorej
wszystkie wezty w sieci posiadaja informacje rozsytang przez stacje 0.

Rysunek 1: Graf rozwazanej sieci o n + 1 weztach (stacjach).

(a) Zaprojektuj i przeprowadZ symulacje (podobne do tych z poprzednich zadan), ktérych
celem jest eksperymentalne zbadanie minimalnej liczby rund 7}, — w zaleznos$ci od war-
toSci n — potrzebnej do rozestania informacji ze stacji 0 do wszystkich pozostatych stacji
w przypadku, gdy p = 0,5 oraz p = 0,1.

(b) Po wykonaniu eksperymentéw przedstaw na wykresach (po jednym dla kazdej testowa-
nej wartosci p) liczbg potrzebnych rund w poszczegdlnych powtdrzeniach oraz Srednig
liczbg rund t(n) jako funkcje n.

% (c¢) Niech T,,;, 4 € {1,...,n}, oznacza rundg, w ktdrej stacja ¢ po raz pierwszy odebrata
wiadomos$¢. Zidentyfikuj rozktad zmiennych losowych 7T}, ; oraz wyraZ zmienng losowa
T), jako pewna funkcje i.i.dE] zmiennych losowych 7,,;,i € {1,...,n}.

'Rozwazamy uproszczony model, wigc nie uwzgledniamy zadnego mechanizmu potwierdzen odbioru itp.
2Przypomnijmy, ze skrét i.i.d. oznacza niezalezne zmienne losowe o tym samym rozkladzie.
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% (d) Poszukaj w literaturze informacji na temat asymptotyki wartos$ci oczekiwanej zmiennej
losowej T;, o tak okres§lonym rozkladzie. Podaj znaleziona formutg (wystarczy dominu-
jacy sktadnik zalezny od n i p) wraz z odpowiednim cytowaniem (musi by¢ to ksiazka
albo artykut naukowy).

% (e) Poréwnaj znaleziony wzoér z punktu (d) z otrzymanymi wynikami przeprowadzonych
eksperymentow (podobnie jak w poprzednich zadaniach, gdzie eksperymentalnie okre-
SlaliSmy asymptotyke badanych wielkosci).

Rozwiazanie obejmujace implementacj¢ (kody Zrédtowe) oraz plik pdf ze sprawozdaniem na-
lezy przesta przez platform¢ MS Teams. Nie nalezy dotaczac¢ zadnych zbgednych plikéw.
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