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Abstract. We consider anonymous communication protocols based on onions:
each message is sent in an encrypted form through a path chosen at random by
its sender, and the message is re-coded by each server on the path. Recently, it
has been shown that if the anonymous paths are long enough, then the protocols
provide provable security for some adversary models. However, it was assumed
that all users choose intermediate servers uniformly at random from the same set
of servers.
We show that if a single user chooses only from a constrained subset of possible
intermediate servers, anonymity level may dramatically decrease. A thumb rule
is that if Alice is aware of much less than 50% of possible intermediate servers,
then the anonymity set for her message becomes surprisingly small with high
probability. Moreover, for each location in the anonymity set an adversary may
compute probability that it gets a message of Alice. Since there are big differences
in these probabilities, in most cases the true destination of the message from Alice
is in a small group of locations with the highest probabilities.
Our results contradict some beliefs that the protocols mentioned guarantee anony-
mity provided that the set of possible intermediate servers for each user is large.

1 Introduction

1.1 Background

There is a growing need for anonymity in electronic communication. Many anonymity
protocols have been proposed – their aim is not only to hide the contents of messages
sent, but also who is communicating with whom.

Application area of such protocols is much broader than implementing point-to-
point anonymous communication. For instance, they are essential components of vari-
ous voting schemes [4], some auction protocols [18], anonymous browsing or even they
serve as a building block in some secure function evaluation protocols [14].
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Existing solutions are generally based on two fundamental ideas -MIXesintroduced
by David Chaum in [3] andonionsthat appeared in a number of papers [19, 21, 11]. In
these protocols the messages are routed through servers calledMIXesor MIX-servers.

Generally, there is a common idea behind both solutions – at the beginning we have
a batch of ciphertexts submitted by all users. Then a number of steps is executed. During
a step each message is appointed to some server, each server recodes the messages
obtained and returns them in a random order. In this way, the encoded messages become
more and more “mixed”.

The problem is that users of many anonymity systems are requested to construct
a path of randomly and independently chosen servers for each message, called in this
paperanonymity path. It concerns all onion-based protocols [19, 21, 11] and some MIX
network architectures. For such protocols, it is assumed that the users have the same
knowledge about the servers that can be used as intermediate servers on the path.

In a large and dynamic system it is hard to achieve that all users have the same view
of the network. The problem we address in this paper is how secure are anonymous
communication protocols, if the users choose the servers for anonymity paths from
different sets of servers.

Related Work There are many papers concerning anonymous communication proto-
cols based on MIXes and onions. On the other hand, there are only few papers providing
rigorous proofs about immunity of such systems against an adversary. One of the first
works in this direction is due to Kesdogan et al. [15]. In this paper cardinality of so-
called anonymity set was used as an anonymity measure.

In other papers like [19, 5, 2, 13] sophisticated and very restrictive anonymity mea-
sures were used that take into account also correlation between messages. These papers
provide rigorous proofs of anonymity in different adversary models: their goal was to
show that an anonymity measure reaches appropriate values with high probability for a
certain length of an anonymity path.

Still, these proofs use the assumption that all users have exactly the same knowledge
of the servers that may be used as intermediate servers on anonymity paths. No attempt
has been made to analyze what happens if this assumption is not satisfied. In [9], it has
been mentioned that violating this assumption might influence security of the system.
A similar suggestion is contained in [6]. However, some people believe that anonymity
of a userA is in danger only if the set of potential intermediate servers is small.

Paper Organization In Section 2 we recall basic facts about anonymous communica-
tion protocols. In Section 3 we consider dangers that arise when a user is aware of some
extra servers and may use them for creating routing paths. Section 4 is devoted to the
case when a user is aware of only a constant fraction of servers.

2 Anonymity Protocols and Problem Statement

MIXes MIX is a cryptographic primitive introduced in [3]: assume that users 1,2, . . . ,n
wish to publish anonymously messagesm1,m2, . . . ,mn. For this purpose they submit



their messages to aMIX-serverafter encrypting them with MIX-server’s public keyk,
that is, they submitEk(m1),Ek(m2), . . . ,Ek(mn). The MIX-server decrypts the cipher-
texts obtained with its private key, chooses a permutationπ uniformly at random, and
outputsmπ(1), mπ(2), . . . ,mπ(n).

If the MIX-server is honest (i.e. does not reveal permutationπ), then for an external
observer the relation between the input and the output of the MIX-server remains hid-
den. Of course, some additional requirements must be fulfilled. For example,E has to
be a probabilistic encryption scheme – otherwise one can establish this relationship by
encrypting the output. For further details see [12].

In order to avoid full dependence on a single MIX, systems consisting of many
MIX-servers were proposed. A so-calledMIX cascadewas introduced together with
MIXes in [3]. In that case a message is encrypted multiple times with public keys of
consecutive MIXes. The encrypted messages are processed by the cascade of MIXes –
each MIX removes one encryption layer and permutes the results at random.

For better scalability a parallel MIX-cascades can be used: in this case each step is
executed by a number of MIXes working in parallel.

There are many mixing strategies (for further details see for instance [20]). This is
due to the fact that if a mix is working continuously, then even the best encoding scheme
does not automatically guarantee security of the scheme. For the sake of simplicity our
analysis cover only the simplest scenario when in each round mix sends all messages
from the previous round. However, even in this idealistic scenario we detect severe
security threats.

Onions It is a core idea of various theoretical systems as well as working implemen-
tations (see e.g. [19, 21, 11, 9]). There are many variants of this protocol. A basic one
works as follows:

We assume that a messagem has to be sent from a nodeA to a nodeB. For this
purpose nodeA chooses at randomλ intermediate nodes, say,J1,J2, . . . ,Jλ and random
stringsr1, r2, . . . , rλ+1. Then anonion O is built according to the following recursive
formula (EncX means encryption with the public key ofX):

Oλ = EncB(m, rλ+1),
Oi = EncJi (Ji+1,Oi+1, r i+1) for i < λ,
O = O1.

ThenO is sent byA to J1. NodeJ1 “peels off” the first layer by decryption and receives
onion O2, the name of the next server on the path,J2, and a random string. ThenJ2

becomesO2 and processes it in a similar way. This procedure is repeated until the
plaintextm appears after decryption.

Anonymity mechanism of onions is very similar to MIXes. Messages entering the
same server at the same time are recoded and permuted at random - just as for a MIX.

For the sake of simplicity of presentation, we assume that a server can send directly
a message to any other server in the network. In a real network it might be a better
strategy to send messages only to neighbours in each round, since otherwise it is much
easier to perform traffic analysis by tapping relatively few lines. Nevertheless, if we



consider the model in which a message can be sent only to a neighbor (as considered in
[10]), then the same problems arise.

We consider only the idealistic model that is resistant to attacks and traffic analysis:
all participants send onions at the same time and all onion paths have the same length.
So if the view of the network is the same for all participants, an adversary cannot gain
any significant information with high probability if anonymity paths are long enough.

Adversary Model There are many adversary models for anonymity protocols. We
consider a passive adversary monitoring traffic of messages in a network. The adver-
sary cannot influence the traffic (for example: insert, duplicate, remove, or modify mes-
sages).

The adversary considered in this this paper is global, in the sense that he can eaves-
drop at the same time allconnections, but can neither corrupt a server nor trace its
internal work. The adversary keeps track of all network information (routing, key dis-
tribution, etc.), too.

Let us remark that the strongest anonymity results were obtained for the model
introduced by Berman et al. in [2], where only a fraction of connection is under adver-
sary’s control.

Definitions of Anonymity There are many definitions and measures of anonymity
(see e.g. [7] or [16]). The very first definition and the weakest one is based on already
mentionedanonymity setdescribed in [15]: We consider a single messageA from the
input of a system. Then we consider the set of all output positions that, from the point
of view of the adversary, may contain recodedA with a positive probability. Cardinality
of this set divided by number of all messages processed by the system is a measure of
anonymity.

The definition based on anonymity set does not take into account that different out-
put positions can be more or less likely to be linked with a particular input. This short-
coming is solved by definition based on entropy introduced in [7]. Unfortunately even
this definition is not perfect - it does not take into account dependencies between prob-
ability distribution of different messages. The strongest definitions are based ontotal
variation distancebetween distribution of all possible permutations of input messages
on output positions and the uniform distribution or a priori distribution [2]. Then all
dependencies between different messages are taken into account.

In this paper we use the weak measure based on anonymity set. The reason is simple
– we show that in some situations even according to this weak measure only a low
anonymity level is achieved.

Local versus Global View A common assumption in papers dealing with onions as
well as MIXes is that the servers on anonymity path are chosen independently uniformly
at random over the same set by all users.

It is often believed that even if the users choose from different sets of servers, it does
not impact anonymity very much provided that the number of potential servers for each
user is sufficiently large. We show that this intuition is wrong – different local views of



the network can cause degradation of anonymity in some cases, despite strong results
for the case when all local views are the same [2, 13, 10]. This has important practical
implications, since it is extremely difficult to provide the same view of the network in a
large dynamic system with servers joining and leaving the network.

3 Dangers of Using Extra Servers

In this section we consider a simple scenario, in which anonymity breaks completely
down or at least is strongly limited. Our considerations here serve as a kind of warm-up
before the next section with a more involved analysis for a more practical setting.

We consider the case withn users, each of them sending a single message. The num-
ber of servers in the system that can be used as intermediate nodes is alson. However,
all users, except Alice, know onlyn−k of these servers, while Alice is aware of all of
them. Letk servers known only to Alice be calledadditionalservers. (Our choice of pa-
rameters might be different, for instance each server may send more than one message,
but we fix the setting for the sake of simplicity.)

The messages are processed as onions. Each sender fixes a random path of length
λ choosing each server independently and uniformly at random. So Alice may choose
additional servers while the other servers cannot use them. We consider here a global
passive adversary who wants to detect the destination of the message sent by Alice. We
assume that for each single user the adversary knows the set of servers in the system
known by the user. So in particular, the adversary knows that if an onion is processed
through an additional server, then it must be an encoded message of Alice. If the mes-
sage of Alice does not go through an additional server, then it remains hidden inside the
crowd of other messages. However, even then its location might be limited to a small
anonymity set, when the message went recently through an additional server.

By evaluating level of anonymity provided by various systems based on onions,
the crucial question is how long must be the random path of each message (see [2],
[13]). The main idea is that anonymity improves when the length of the random path
increases. However, we shall see that it is false for the scenario considered here.

Let D be a random variable denoting the number of steps between the last moment
when the message from Alice hits an additional server and delivery of this message. We
call D effective lengthof anonymity path. Since each time a message hits an additional
server the adversary knows that it is a message from Alice, for providing anonymity
against a global adversary only theeffective lengthcounts and notλ. For this reason we
analyze behavior of the random variableD.

Claim 1 For each t,0≤ t ≤ λ,

Pr[D> t] =
(
1− k

n

)t+1
.

Indeed, treating probability of hitting an additional server as a failure in Bernoulli
trails we obtain:
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.

Let us note that Pr[D> t] does not depend on parameterλ, except for the maximal range
of the random variableD.

Now we can compute the expected value ofD:

E[D] = ∑λ−1
t=0 Pr[D> t]

= ∑λ
t=1

(
1− k

n

)t
= (n

k −1) ·
(
1− (1− k

n)λ)< n
k .

Let us discuss these estimations ofD. First assume thatk/n = 1
4. ThenD > 4 with

probability lower than 0.24. Hence, also anonymity set of the Alice’s message is very
small with high probability. Ifk = n

logn (which is a more realistic scenario), then E[D]<
logn. Moreover,

Pr[D> logn−1]<
(

1− 1
logn

)logn
≈ 1

e .

So, in majority of cases effective length of anonymity path is below logn. On the other
hand, for a global adversary model a guaranteed level of anonymity is reached forλ =
Θ(log2n) [5] (in fact, after slight changes in the protocol are done). So it may happen
that for a given value ofk it is impossible to reach a high anonymity level – increasingλ
in this case does not help at all since the effective length of anonymity path essentially
will not increase. Sad but true!

We can provide a similar analysis if the connection graph is not a full graph and
connections are dynamic. In such a scenario an adversary can keep track of a particular
user by observing some links known only to that user. Onions traversing such links
reveal their origins to an adversary (just as the onions hitting an additional server in the
analysis above).

4 Dangers of a Limited Local View

In this section we consider the case that all users except Alice are choosing intermediate
servers from a setN, while Alice is aware of only a subset ofN of cardinalityc · |N|,
for somec< 1. Later in this section we discuss shortly the case that each user has some
limited knowledge of the servers fromN.

We consider a global passive adversary who knowsN and the sets of servers known
by Alice. The goal of the adversary is to determine the destination of a message sent by
Alice based on information gained from observing the traffic.

We shall show that anonymity set of the message of Alice might be surprisingly
small and therefore the protocol offers a low level anonymity against a global adversary.
A very important point is that increasing the length of anonymity path does not help
much: after an initial phase the size of the anonymity set fluctuates around a relatively
small value.

These results are quite surprising in view of the results concerning the case when all
users choose intermediate servers uniformly at random from the same setN. Namely,



then increasing the path length improvesanonymity level so that finally we get very
strong anonymity expressed by a total variation distance between the probability dis-
tribution of all permutations of messages and the stationary distribution. There are also
results suggesting that the necessary path length is relatively small [19, 5] even in the
case of presence of global passive adversary. This analysis can be easily extended to a
scenario where the connection graph is sparse and Alice is aware only of a subset of
available edges.

4.1 Process definition

N denotes the set of all servers that can be used as intermediate servers on anonymity
paths. LetW ⊂ N be the set of servers known to Alice. LetM be the set of messages
sent by all users. We assume that|M|= |N| and exactly one message is sent by Alice.

At each step of the protocol the adversary may observe positions ofM encoded
messages, but the problem is to indicate the position of the message sent by Alice – the
messages are recoded at each step in such a way that if two or more of them enter the
same server, they cannot be linked to the messages leaving this server after recoding. It
is exactly the same mechanism as in the case of a MIX-server [3].

Let a setNi be the set consisting of all messagesu after stepi such that it is possible
that the messageu is the recoded message sent by Alice. More precisely, there exist a
(hypothetical) linking between messages entering and leaving each server so that the
message sent by Alice at the first step leads to messageu after stepi. In other words,
from the adversary point of view, it cannot be excluded thatu is a recoded Alice’s
message andNi is the anonymity set of the Alice’s message after stepi.

Let Si be the set of all servers where the messages ofNi occur.
At the very beginning Alice sends exactly one message. So|N0|= 1. Let us consider

stepi of the protocol. Our goal is to estimate the size ofNi based on the size ofNi−1.
The setNi consists of two kinds of messages:

the first kind: the messages that were inNi−1 and are sent at stepi to servers within
W (let us note that the setNi−1 has at least one element, since the message sent by
Alice is there).

the second kind: the messages that were outsideNi−1, but went to some servers, where
a message of the first kind occurs after stepi.

At least one message fromNi−1 that remains withinW, namely, the encrypted message
of Alice. The messages fromNi−1 that go to servers in the setN \W cannot hold the
message from Alice.

In order to estimate the number of messages of the second kind we have to find
cardinality of the setSi . The random variable denoting the size ofSi is given by a
combination of binomial distribution and so-called bins and balls process. Let Bin(v, p)
be a random variable denoting the number of successes in a Bernoulli process withv
trials and success probabilityp for a single trial. Let BiBa(v,u) be a random variable
denoting the number of non-empty bins (i.e. with at least one ball) after throwingv balls
uniformly and independently at random intou bins.



It is easy to see that the number of the messages fromNi−1 which remain withinW
at stepi is given by the random variable:

Bin(|Ni−1|−1, |W|/|N|)+1

(|Ni−1|−1 messages are not from Alice, so each of them chooses to stay withinW with
probability|W|/|N|, the term “+1” corresponds to the message of Alice). So finally the
size ofSi is a random variable with the same distribution as

BiBa(Bin(|Ni−1|−1, |W|/|N|)+1, |W|) .

A message from the setM \Ni−1 becomes a member ofNi , if at stepi it hits one of
the servers ofSi . So the number of messages of the second kind joiningNi is described
by a random variable with binomial distribution

Bin(|M|− |Ni−1|, |Si |/|N|) .

Finally, we have got the following recursive formulas on random variables:

|Si | = BiBa(Bin(|Ni−1|−1, |W|/|N|)+1, |W|),
|Ni | = Bin(|M|− |Ni−1|, |Si |/|N|)+Bin(|Ni−1|−1, |W|/|N|)+1,

|N0| = |S1|= 1 .

In fact, in the above formulas the sign “=” means that the random variables on the
left and right side have the same probability distribution.

Our goal is to estimate the size ofNλ, which is anonymity set of the message of
Alice afterλ steps of processing the messages.

4.2 Analysis

Let us recall that the expected value of a random variable BiBa(v,u) equals

u(1− (1− 1
u)v)≈ u(1−e−

u
v ) .

The expected value of random variable Bin(u, p) is u· p.
Since we assume that|N| = |M|, we simplify the formulas by substituting|N| and

|M| by a single symboln. Hence the expected sizes of the setsSi andNi are expressed
by the following formulas:

E[|Si |]≈ |W| ·

(
1−
(

1− 1
|W|

) (|Ni−1|−1)·|W|
n +1

)

and

E[|Ni |]≈
(|M|− |Ni−1|)E[|Si |]+ (|Ni−1|−1)|W|

n
+1 .

(In the first formula we have written≈ instead of=, since we have assumed that the
number of messages fromNi−1 that remain inW equals to the expected number of



such messages. Similarly, in the second formula we have replaced|Si | by E[|Si |].) After
applying the approximation(1− 1

a)b≈ e−b/a, we get

E[|Ni |]≈ n−|Ni−1|
n · |W| ·

(
1−e

− |Ni−1|−1
n − 1

|W|

)
+(|Ni−1|−1) · |W|n +1 .

Let ∆(|Ni−1|) = E[|Ni |− |Ni−1|]. Hence

∆(|Ni−1|)≈ (n−|Ni−1|) ·
|W|
n
· (1−e

− |Ni−1|−1
n − 1

|W| ) (1)

−|Ni−1| · (1−
|W|
n

)+(1− |W|
n

).

We consider∆(|Ni−1|) as a function of|Ni−1| and we fix the value of|W||N| . We see
that the first term in (1) forces∆ to be positive and its impact is bigger for small values
of |Ni−1|. The second term in (1) forces∆ to be negative and its impact grows with the
size of|Ni−1|. So, there is a point where both tendencies have the same strength and so

the values of|Nt | oscillate around it. Of course, this equilibrium point depends on|W|
|N| .

If we putα = |W|
|N| , then we would like to find a value|Ni | such that according to (1),

∆(|Ni−1|) = 0. So we have to solve following equation:

0 = (n−x) ·α · (1−e−
x−1

n −
1

αn )−x · (1−α)+(1−α) . (2)

We have not found any closed formula for solutions of Equality 2 (as well as some
symbolic computation systems). However, one can easily find the solutions numerically.
The results forn = 1000 and different values of|W| are plotted on Figure 1.

Fig. 1. Zero points of Equality 2 as a function of|W| for n = 1000



From the numerical results we can learn a somewhat unexpected phenomena. For
values of|W| that are significantly lower than 500= 0.5n, the equilibrium point has
quite small values and the growth rate is quite slow. Around 0.5n there is a radical
change of the situation: the growth rate increases until the derivative reaches the value
close to 0.5. Then, the function is quite well interpolated by a single line. These results
suggest that the sizes of anonymity setsNi remain small for values of|W| that are not
too close to 0.5n. When|W| grows above 0.5n, then the situation changes abruptly and
we should observe that the average size ofNi grows fast with|W|.

In the next subsection we compare these results with extensive simulations of the
protocol.

4.3 Simulation Results

From the previous considerations we can expect that after some number of steps at the
beginning of the protocol anonymity set|Nt | should oscillate around a certain value.
Since exact formulas describing the stochastic changes of|Nt | or even their fair approx-
imations seem to be very complex, we performed a number of direct simulations to
check these tendencies.

Fig. 2. Simulation results - the size ofNi at different steps for different values of|W||N| .

We have performed the experiments for different values of|N|, but the results hardly
depend on|N|, except for small values that are not interesting from our point of view.

We have performed simulations for different values of|W|
|N| .



The next two figures show dependency between|W| and|Ni | in subsequent steps of
the protocol. The figures correspond to the cases|N|= |M|= 1000 and different values
of |W|, for 0.3· |N| ≤ |W| ≤ |N|.

Figure 2 is a three dimensional plot. The value plotted is the size ofNi in subsequent
steps of the protocol. Different curves correspond to different values of|W| between
30% and 100% of|N| (step 2%).

From Figure 2 one can see that for some values of|W|
|N| anonymity set remains small

for all i. Then there is a cut-off point for the value of|W||N| such that above this point|Ni |
grows until it reaches a stable level. This level depends on|W|

|N| , just as predicted before
(see Figure 1).

Figure 3 presents planar visualization of the same simulation for|W| = 0.4 · |N|,
0.5 · |N|, 0.6 · |N|, 0.7 · |N|, 0.8 · |N|, 0.9 · |N|. At this point our aim is to convince the
reader that there is qualitative gap between anonymity for these values of parameter
|W| and relation between sizes of|W| and the average size ofNi is not linear. For
|W| = 0.4 · |N|, 0.5 · |N| the anonymity set has a very small size even if some small
deviations occur.

Fig. 3. The size ofNi for the same simulations - the results for different values of|W|
|N|

4.4 Statistical analysis

So far we were concerned with the size ofNi only, ignoring probability distribution that
for each message fromNi describes the chance that it is the message sent by Alice. It



turns out that this probability distribution is highly nonuniform. This property reduces
anonymity level offered by the protocol even more.

We consider the case:n = 1000 and the situation after 20 steps. Figure 4 shows
the probabilities mentioned for the case whenW = N, after sorting them. The dashed
line shows probability of the message from Alice. As one can expect, the probability
distribution is not completely uniform – each probability depends on the number and
location of paths leading from Alice to each position after step 20. It is not a big surprise
that the message of Alice is in a position that is hard to guess from the probability
distribution.

Fig. 4. Probabilities after simulation of 20 steps for the caseW = N

Figure 5 presents an example of simulation results for the same|N|= 1000, but this
time the size ofW is 0.7n. In this case the anonymity setN20 is quite big (near 60%
of N), so findingN20 does not help much. However, experiments show that the actual
Alice’s message is very likely to be within 3% positions with the highest probabilities.

It is worth to say that such a reduction of the set of suspects for being the message
from Alice based on probabilities works when we speed up the computations and deter-
mine the probabilities in an incorrect way. Namely, if some message fromNi−1 leaves
W, then we do not recompute the probabilities of all members of the anonymity set
based on the routes that have occurred in the past, but simply re-scale all probabilities.



Fig. 5. Probabilities after simulation of 20 steps for the case|W|= 0.7|N|

4.5 Attack extensions

Intersection attackLet us assume that Alice sends many messages to the same desti-
nation in a row. Then we may apply intersection attack [8, 1] and reduce rapidly the
anonymity set. The attack has good chances to succeed, since in different rounds the
anonymity sets obtained are almost independent, except that the true destination is al-
ways the member of the anonymity set. For instance, assume that|Nλ| = |Sλ| = 30,
N = 1000, and that during the next execution|Nλ| = 30. Then the size of intersection
of both anonymity sets is given by the random variable Bin(29,30/1000) + 1 and has
expected value about 2. Of course, it does not help Alice, if she sends the messages
through different routes.

Model extensionSo far we have assumed that all servers except Alice choose the inter-
mediate servers uniformly at random from the whole setN. However, one can see that
essentially the same attack can be used with high probability if for each user the set of
potential intermediate servers is chosen in a way that is stochastically independent from
the set of servers known to Alice.

On the other hand, if Alice shares the same set of intermediate servers with other
users, then at least it becomes hard to distinguish between them.



5 Countermeasures and Conclusions

A common intuition is that in order to achieve a better level of anonymity each user
should use as many servers as possible for choosing intermediate servers on anonymity
paths. However, in large and dynamic networks this will lead inevitably to a situation
that different users will use different sets of servers. Some of them will stay behind
and use relatively few servers and some will be fast in changes and use a larger set of
servers. As we have shown, bothcases are dangerous. The threats do not disappear even
if the sizes of the sets used by different users are the same: if a set of servers used by a
user is in some sense independent from the sets used by the other users, then the same
attack applies.

The problems disappear, if the sets of servers used by different users are the same.
However, it is hard to achieve in a dynamic, large scale network without a central con-
trol.

Since the hosts are not always honest and there is no authority controlling basic
services, anonymous communication becomes a necessary primitive for these dynamic
information systems. Therefore the threats discovered are of real importance.

A common strategy in highly dynamic networks is to build an overlay network
consisting of a group of servers that are stable and remain in service for a long time.
This strategy, used for instance to improve certain features of P2P protocols, is also
quite useful for security reasons.

Let us mention yet another solution based on so called-navigators [17]. In this case
the anonymity paths are chosen dynamically: a skeleton is established by the user, but
subpaths are determined on-the-fly by the servers on the route, so a message sent by
Alice may leave the set of servers and our attack breaks down.
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