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## Onions

(1) a user $A$ sending $M$ to $B$ determines a path $C_{1}, C_{2}, \ldots$, $C_{\lambda}, B$, where each $C_{i}$ is chosen independently at random with uniform probability distribution
(2) an onion $O$ containing $M$ is created as follows:
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## Onions

In fact, some additional measures might be necessary:

- timestamps (for preventing repetition attack)
- uniform onion length
- uniform distribution


## Processing of Onions

(1) several messages enters a server
(2) they are recoded cryptographically:

- one layer is removed from each onion by decoding with the private key

- the address for the next hop is retrieved,
- and the onion $O_{i+1}$ to be sent there
- the new onions are sent to the next hop locations
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- a proper encoding ensures that without the private key of the server one cannot link the incoming and the outgoing onions
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## Central Question

- how big must be the path length $\lambda$ so that anonymity goals are reached?

The intuition is that

- a small $\lambda$ should be enough,
- anonymity level grows with $\lambda$ so that for a big $\lambda$ the adversary cannot get any information.
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(1) he collects traffic information (in a passive or an active way)
(2) he makes computations resulting with some substantial information on probability distribution of possible destinations of a message (or a group of messages) which is not known before

- a protocol is good if this additional knowledge through traffic analysis is marginal
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## Case: Alice does not Know all Servers

Assumptions:

- $W$ - the set of servers known by Alice
- $N$ - the set of all servers
- $|W| /|N|<c, c$ is a constant
- the other users know $N$ (or know a smaller random subset that has been chosen independently from $W$ )
- each server generates exactly one onion
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Consider message $M$ sent by Alice
(1) Let position $A$ belong to the anonymity set $\mathcal{A}$ of $M$ at step $t$. Consider onions sent out of $\mathcal{A}$ at step $t+1$

- if an onion goes to a position from $N \backslash W$, then it does not contain $M$,
its destination is not included in the $\mathcal{A}$ after step $t+1$, (2) if a onion goes into some server $B$ in $W$, then we have to include $B$ in the anonymity set $\mathcal{A}$ after step $t+1$
(3) the anonymity set can both grow and shrink at sten $t+1$
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- the process cannot die - one onion actually holds the message from Alice!
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- the first term make the size increase for small $m$
- the second term make the size decrease for large $m$
- where is the equilibrium where the expected change is 0 ?
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## Plot of the Equilibrium Values


$|W|$

## A network with 1000 nodes, $x$-axis: $|W|, y$-axis: equilibrium

## Size of Anonymity Set - Simulations



Different curves for different ratios $|W| /|N|$

## Visualization

## let us inspect 3D depiction of the experimental data



## Skewed Probabilities

- probabilities of holding $M$ are highly nonuniform in the anonymity set,
- for $|N|=1000,|W|=700$ we have still a fair chance to point to the position of $M$, if we take, say, the best 30 positions from the anonymity set.
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- it is hard to achieve the same view of the network (it may evolve! immediate informing of the changes is problematic)
- if the network load is not heavy, be very careful with the global passive adversary,
- in the case of partial passive adversary everything is much safer
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