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Client-server model 

• Message passing  

• Server executes commands of the client 

• Single client for a server:  commands with sequence numbers solve 
the problem



Multiple clients, multiple servers

Inconsistency problem: the same order executed on different servers 
may lead to different results

Client A:  x:= x+1

Client B: x:=2*x

Server 1:  initially x=0, orders:  A (x=1),  then B (x=2) 

Server 2:  initially x=0, orders:  B (x=0),  then A (x=1) 



Serializer

A straightforward but not scalable:



2 Lock protocol



2 Lock protocol



2 Lock protocol

What happens if some servers/clients do not respond?
Serious troubles! 



Tickets concept -- PAXOS

Weaker than locks

Reissuable: new tickets can be issued even if old ones not returned

Expiration: a ticket accepted only if is it the most recent one 



Ticket protocol --- 1-st trial



Ticket protocol – 1st trial

Problem: 

Client A may store the commands on majority, then postpone phase 3

Client B may store some commands 

Client A says to execute the stored command 



PAXOS



PAXOS 









PAXOS properties 

• only one propose(t,c) from a user for a given t
• Indeed, before the next propose phase 1 must be executed with t:=t+1

• Assume there is propose(t’,c’) with t’≠t and c ’≠c
• let t’ be the smallest one with this property
• nonempty set S of servers that were involved in propose(t’,c’)  and 

propose(t,c) 
• a server s from S stored (t,c), it must have occurred before accepting ticket t’
• the client learns from s and is aware of c when issuing propose(t’,c’), where c’ 

is the most recent seen by the client
• There is no more recent as c, as otherwise t’ would not be minimal



PAXOS properties

COROLLARY If a command c is executed by some servers then 
eventually it will be executed by all servers.

Indeed: after the 1st propose(t,c)  every proposal will be for c


