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2- Monte Carlo

Computing pi on a desert:  



2- Monte Carlo

Computing pi without a desert: 



2- Monte Carlo

More generally: 

there is a subset A of all values of a random variable X

what is the probability p that  X falls into A? 

We run n independent experiments and get n values of X
Estmation: 

p̂ =
1

N
· (number of values X that have been in A)
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2- Monte Carlo

How good it is? 

guarantees like: "the probability that 

                               is at most        "   
       

To simplify the computations work on normal distribution: 
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2- Monte Carlo

For normal distribution: 

problem: we do not know p to perform  this computation
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2- Monte Carlo

A way out:

1) calculations for an intelligent  guess for p

2) taking the worst possible p  : make p(1-p) as big as possible 
    (it happens for p=0.5)  
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CLT: 

behavior of the sum:
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2- Monte Carlo

Important: 

- it does not matter which probability distribution has X
the result is always the normal distribution

- convergence is strong: "in probability" 

Proof: there are elementary ones but ... an elegant an really
 convincing is the one with generating functions 

idea: transformation to a strange form of a power series where: 
-- the first coefficient is zero (as expected value of normalized X is 0
-- the 2nd coefficient  does not dissapear and is normalized 
-- the higher coefficients converge to 0 with N

-- for normal distribution everything dissapears right away



2- Monte Carlo

Example from the textbook:


