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3- Stochastic Processes



Stochastic process

* Time dependent random variables : time+space

. time: /[/2’7_”("__.
+ < (0|+oz>)

« space: Q)

e state: X(t,w) where tCTime, wcQ
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Examples:

ad

* Trajectory of a particle

* Noise

Rain

Messages in a communication bus
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Examples:

* CPU usage

* microcontrollers power consumption

3-stochastic processes



A )Discrete time process

Z) Continuous time process
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Markov process

only the most recent state counts

Stochastic process X (t) is Markov if for any ¢ < ... < t, < f and any sets
Jq;dql:,--lnwﬂl-l ‘

P{X(t)eA| X(t)) € Ay,...,X(tn) € An) |
st T ————
= P{X(t)e A| X(tn) € An}. (6.1)
———
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Markov chain E ->5| '

 discrete Markov process
* the state at time t+1 depends only on the state at time t

pii(t)=P{X(t+1)=3| X(t) =1}
L P{X(t41)=j | X() =T X(t—1)=h. X(t—2)=g....]
”W

Transition probability:

pi; (t) = P{X(t+4) =j | X(t) =1}
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Homogenous Markov chain

* Transition pbb does not depend on the time

'PL&(.{;) -‘5 Coh5+GW+, hb‘JrCHov\'

* Transition matrix
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Transition in 2 steps Lk — {
p; = P{X(2)=j]|X(0)=1i}

= S P{X(1)=k| X(0) =i}P{X(2) =3 | X(1) = K}

k=1
n Pij
— ZPH:PI:] = (pi1,...,Pin)
k=1~ Pnj
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Transition pbb in two steps
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Probabilities at time t

* Transition matrix M of a homogenous chain

B

Po
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Description via a Transition diagram
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Transition diagram

2 users: active user disconnects with pbb 0.5
inactive user connects with ppb 0.2
X= number of active users

0.64
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,eventually it does not depend on the

Steady state distribution initial state”

A collection of miting probabilities

Ty = lim Py(r)
h—r o0

1s called a steady-state distribution of a Markov chain X (f).

It is not clear in advance that a steady-state distribution exists

Another name used: stationary distribution
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Example: no steady state distribution pro ce$

random walk in a bipartite graph P e O'L ‘;](,2\ 3

V'S

PQ—WBY\Q Weli: wno tlde pr(;)so

“iegonce S\ Pa(e)’
\ot 4 (S) =0

S
%
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Computing steady state distribution

PoP = PoP"P = P P"! = Py

- S
(3 )

this is a system of linear equations. Moreover:
ET,”. =1
U

(the probabilities must sum up to 1)

-
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Weather example cnt

(m1. 3) = (71, ) ( 04 06 ) = (0.7m + 0.4m, 0.3m; +0.6m5).

0.771 +04m = m 0.4m = 0.3m 3
03m, +06m, = m | 03m = 04w, = 2T g™
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