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Abstract

In this chapter a class of scheduling problems with uncertain parameters is discussed. The uncertainty is modeled by specifying a scenario set containing all possible vectors of the problem parameters which may occur. No additional information for the scenario set, such as a probability distribution, is provided. In order to choose a solution, the robust optimization framework is applied. The goal is to compute a schedule with the best worst-case performance over all scenarios. This performance is measured by the minmax and minmax regret criteria. The complexity of various minmax (regret) scheduling problems and some algorithms for solving them are described.
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1. Introduction

Scheduling problems arise in many applications, in particular in many manufacturing and service industries. There are a lot of scheduling models with different set of parameters and various objectives and a comprehensive description of them can be found, for example, in books [9, 46]. Deterministic scheduling models assume that all parameters, in particular job characteristics, are known in advance. Hence the cost of each schedule is precisely known and the objective is to compute a schedule of minimum cost. However, in practical
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applications decision makers often face problems with uncertain data. In many cases it is not possible to provide the exact values of parameters which may result from a lack of knowledge or a varying nature of the world. Moreover, a schedule which is optimal with respect to estimated parameters may be poor after the true realization of the parameters occurs.

In decision situations under uncertainty, a set of all possible realizations of parameters is a part of the input. This set is called scenario set and each particular realization of the parameters is called a scenario. Hence, a scenario represents a state of the world which may occur. Now the cost of a schedule depends on a scenario, so its value is also uncertain. Sometimes it is possible to provide an additional information with scenario set such as a probability distribution in this set. In this case the stochastic optimization framework can be used to compute a best schedule (see, e.g. [46]). In stochastic optimization, we typically seek a schedule minimizing the expected cost. However, the stochastic approach has several drawbacks. Namely, it may be hard or expensive to estimate probability distributions of unknown parameters. Also, minimizing the expected performance is questionable when a solution is not used repeatedly, but only once.

In practice the risk-averse decision makers are more interested in hedging against the worst possible scenarios. Furthermore, a solution obtained is often evaluated ex post and compared with an optimal solution that could have been obtained if the true realization of the parameters had been available. In order to meet these requirements, the robust optimization framework has been proposed [8,37]. In most robust optimization models, we compute a solution minimizing the largest cost (minmax criterion) or the largest deviation from the optimum (minmax regret criterion) over all scenarios. Both criteria are well known in the theory of decision making under uncertainty, where no probability distribution over the states of the world is provided (see, e.g., [42,51]).

Several methods of defining the scenario set have been proposed in the existing literature. Among the simplest and most popular ones are the discrete and interval uncertainty representations. In the discrete uncertainty representation, we define a scenario set by simply enumerating all possible scenarios. So, in this case, the scenario set is finite. In the interval uncertainty representation, the value of each parameter is known to fall within a closed interval and scenario set is the Cartesian product of all these intervals. In the discrete uncertainty representation the scenarios may correspond to some events which globally influence the problem parameters. On the other hand, the interval uncertainty representation allows us to model a local uncertainty connected with a single parameter which may vary independently on the values of the other parameters. For a deeper discussion on both uncertainty representations we refer the reader to [37], where the robust optimization framework has been also compared with the stochastic one.

In this chapter, we discuss several basic scheduling models in which a set of jobs must be executed on a set of machines. The characteristic of each job is specified by three parameters, namely a processing time, a due date and a weight. Each of these three parameters may be uncertain. We use the discrete and interval uncertainty representations to define scenario sets. In order to choose a solution, the minmax and minmax regret criteria are applied. For all particular scheduling models, we present complexity results and methods of solving them which are known to date. We also present some open problems, which are interesting subjects of further research.
This chapter is organized as follows. In Section 2, we formulate a deterministic scheduling problem and set up the notation and terminology used in the subsequent sections. In Section 3, we describe the minmax (regret) approach to solving scheduling problems with uncertain parameters. We describe two popular methods of uncertainty representations, namely the discrete and interval ones. Sections 3.1–3.5 are devoted to particular scheduling models. For each such a model, we present the complexity of its minmax (regret) version and show some methods of solving it known to date.

2. Deterministic Scheduling Problems

Let \( J = \{J_1, \ldots, J_n\} \) be a set of jobs which must be processed on \( m \geq 1 \) machines from a set \( M = \{1, \ldots, m\} \). For simplicity of notations, we will identify job \( J_j \) with its index \( j \). If a job requires a number of processing steps (operations), then the pair \((i, j)\) refers to the operation of job \( j \) on machine \( i \). The set of jobs may be partially ordered by some precedence constraints. The notation \( k \rightarrow \ell \) means that processing of job \( \ell \) cannot start before processing of job \( k \) is finished (job \( k \) is called a successor of job \( \ell \)). Several special cases of the precedence constraints such as chains, out-tree, or in-tree can be considered (see, e.g., [9, 46]). For each job \( j \) the following data may be specified: a nonnegative processing time \( p_{ij} \) on machine \( i \) (the subscript \( i \) is omitted when \( m = 1 \) or the processing time does not depend on the machine), a nonnegative due date \( d_j \) and a positive weight \( w_j \). The due date \( d_j \) expresses a desired completion time of \( j \) and the weight \( w_j \) expresses the importance of job \( j \) relative to the other jobs in the system. In all scheduling models discussed in this chapter we assume that all the jobs are ready for processing at time 0, in other words, each job has a release date equal to 0. For each job \( j \), let \( f_j(t) \) denote the cost of completing \( j \) at time 0. The following cost functions are commonly used: a weighted completion time \( f_j(t) = w_j t \), a weighted tardiness \( f_j(t) = w_j \max\{0, t - d_j\} \) and a weighted unit penalty \( f_j(t) = w_j \) if \( t > d_j \) and \( f_j(t) = 0 \) otherwise. We can also consider the unweighted versions of these functions (when all the weights are equal to 1) obtaining the completion time, tardiness and unit penalty, respectively.

A schedule \( \pi \) is an assignment of jobs to machines so that the precedence constraints among the jobs are not violated, no machine processes more than one job at a time and no job is processed on more than one machine at a time. A precise description of the schedule depends on detailed problem characteristics. In most scheduling problems discussed in this chapter each schedule can be represented by a feasible permutation of the jobs. In this case, we will use the standard notation \( \pi = (\pi(1), \pi(2), \ldots, \pi(n)) \), where \( \pi(i) \) is the \( i \)th job in schedule \( \pi \). The set of all feasible schedules will be denoted by \( \Pi \). Let \( C_{ij}(\pi) \) be the completion time of job \( j \) on machine \( i \) in schedule \( \pi \). The completion time of \( j \) on the last machine in \( \pi \) is denoted by \( C_j(\pi) \). We denote by \( f(\pi) \) the cost of schedule \( \pi \). Two types of the cost function are typically used: the linear sum cost function \( f(\pi) = \sum_{j \in J} f_j(C_j(\pi)) \), and the bottleneck cost function \( f(\pi) = \max_{j \in J} f_j(C_j(\pi)) \). In a deterministic scheduling problem, we seek a feasible schedule which minimizes the cost \( f(\pi) \), that is:

\[
P^* = \min_{\pi \in \Pi} f(\pi).
\]

Scheduling problems are typically denoted by the standard three-field notation of Graham et al. [17], i.e. \( P = \alpha|\beta|\gamma \), where \( \alpha \) describes the machine environment, \( \beta \) describes the
job characteristics and \(\gamma\) describes the cost function. For example, \(1|\text{prec}|\sum C_j\) is the single
machine scheduling problem in which the jobs are partially ordered by arbitrary precedence
constraints and the cost function is the sum of completion times. For more details, we refer
the reader to [9].

3. Minmax (regret) Scheduling Problems

Let \(\Gamma\) be a scenario set containing all possible realizations of the problem parameters (pro-
cessing times, due dates, and weights). These realizations are called scenarios and represent
all states of the world which may occur. We will use \(p_{ij}(S), d_j(S), w_j(S)\) to denote a pro-
cessing time, a due date and a weight of job \(j\) under scenario \(S \in \Gamma\), respectively. The
completion times of job \(j\) in schedule \(\pi\) and the cost of schedule \(\pi\) depend on scenario
\(S \in \Gamma\) and will be denoted by \(C_{ij}(\pi, S), C_j(\pi, S),\) and \(f(\pi, S)\), respectively. We will also
use \(f^*(S)\) to denote the cost of an optimal schedule under a fixed scenario \(S\). In order to
calculate \(f^*(S)\), we need to solve a deterministic problem for the fixed parameters specified
by \(S\). In this chapter, we study the following two robust scheduling problems:

\[
\text{Minmax } \mathcal{P} : \min_{\pi \in \Pi} F(\pi) = \min_{\pi \in \Pi} \max_{S \in \Gamma} f(\pi, S) = OPT_1,
\]

\[
\text{Minmax Regret } \mathcal{P} : \min_{\pi \in \Pi} Z(\pi) = \min_{\pi \in \Pi} \max_{S \in \Gamma} \{f(\pi, S) - f^*(S)\} = OPT_2.
\]

The value \(F(\pi)\) stands for the maximum cost of \(\pi\) over all scenarios and the value of \(Z(\pi)\)
is the maximum regret of schedule \(\pi\) over all scenarios. An optimal solution to \text{Minmax}
(Regret) \(\mathcal{P}\) is called an optimal minmax (regret) schedule. A scenario maximizing the
cost or regret of a given schedule \(\pi\) is called a worst case scenario for \(\pi\) and an optimal
schedule under this worst case scenario is called a worst case alternative for \(\pi\).

We now describe two methods of defining the scenario set \(\Gamma\) which we will use in this
chapter. In the discrete uncertainty representation, \(\Gamma\) is finite and contains \(K \geq 1\) explicitly
listed scenarios, i.e. \(\Gamma = \{S_1, \ldots, S_K\}\). Notice that in this representation, the value of \(F(\pi)\)
can be computed in polynomial time. The value of \(Z(\pi)\) can also be computed in polynomial
atime, provided that \(\mathcal{P}\) is polynomially solvable. As we will see in the next sections,
the \text{Minmax} (Regret) \(\mathcal{P}\) problem may be NP-hard, even if \(\mathcal{P}\) is polynomially solvable
and the number of scenarios equals 2. We will distinguish two cases while discussing com-
plexity results for a particular problem. In the first case the number of scenarios is constant
and in the second one the number of scenarios is unbounded (it is a part of the input).

In the interval uncertainty representation the value of each parameter may fall within
a closed interval, namely \(p_{ij} \in [\underline{p}_j, \overline{p}_j]\), \(d_j \in [\underline{d}_j, \overline{d}_j]\), \(w_j \in [\underline{w}_j, \overline{w}_j]\) for \(j \in J,\) and \(\Gamma\) is the
Cartesian product of all these intervals. In this case \(\Gamma\) is infinite, however the finite number of extreme scenarios, in which the values of the parameters take their maximal or minimal
values will play an important role. For the interval uncertainty representation, \text{Minmax } \mathcal{P}
is typically not harder to solve than its deterministic counterpart \(\mathcal{P}\). In all scheduling prob-
lems discussed in this chapter, the cost function is nondecreasing in processing times and
weights and nonincreasing in due dates. In consequence, for the minmax problem, the worst
case scenario \(S\) is the same for all schedules, and is such that \(p_{ij}(S) = \overline{p}_j, w_j(S) = \overline{w}_j\) and
d\(_j(S) = \underline{d}_j\) for all \(j \in J\). Hence, the minmax problem reduces to computing an optimal solution for \(S\). On the other hand, the minmax regret version of the problem may be much more
complex. The first nontrivial task is to provide a characterization of a worst case scenario for a given schedule $\pi$ and to compute the maximum regret $Z(\pi)$. Contrary to the class of combinatorial optimization problems, described for instance in [27], there is no general characterization of the worst case scenarios for interval parameters and the maximum regret criterion. Furthermore, for some problems there may be no extreme worst case scenario and an efficient method of computing the value of $Z(\pi)$ for a fixed $\pi$ is unknown.

There are only few general properties valid for all Minmax (Regret) $P$ problems. It is clear that both robust problems cannot be easier than $P$, because we get the deterministic problem $P$ when $|\Gamma|=1$. Hence all negative complexity results known for $P$ remain true for MINMAX $P$. For the MINMAX REGRET $P$ a stronger general result holds. It is easy to see that when the deterministic problem $P$ is NP-hard, then MINMAX REGRET $P$ is not at all approximable unless $P=\text{NP}$. This property follows from the fact that it is NP-hard to compute a schedule $\pi$ such that $Z(\pi) \leq 0$ in the deterministic case.

### 3.1. Single Machine Scheduling with the Maximum Weighted Tardiness

In this section, we discuss the minmax (regret) version of $1|\text{prec}|\max w_j T_j$. In this problem the jobs are to be processed on one machine. For each job $j \in J$: a processing time $p_j$, a due date $d_j$ and a weight $w_j$ are specified and we seek a feasible schedule (permutation of the jobs) which minimizes the maximum weighted tardiness. The deterministic problem can be solved in $O(n^2)$ time by using the well known Lawler’s algorithm [33]. Let $T_j(\pi,S) = [C_j(\pi,S) - d_j(S)]^+$ be the tardiness of job $j$ in schedule $\pi$ under scenario $S$ (we use the notation $[x]^+ = \max\{0,x\}$). The cost of $\pi$ under $S$ is $f(\pi,S) = \max_{j \in J} w_j(S) T_j(\pi,S)$, so it is the maximum weighted tardiness under $S$. The maximum cost of $\pi$ can be expressed as follows:

$$F(\pi) = \max_{S \in \Gamma} \max_{j \in J} w_j(S) T_j(\pi,S) = \max_{j \in J} \max_{S \in \Gamma} w_j(S) T_j(\pi,S) = \max_{j \in J} \max_{S \in \Gamma} [w_j(S)(C_j(\pi,S) - d_j(S))]^+.$$ \hfill (1)

Similarly, the maximum regret of $\pi$ can be expressed as follows:

$$Z(\pi) = \max_{S \in \Gamma} \max_{j \in J} w_j(S) T_j(\pi,S) - f^*(S) = \max_{j \in J} \max_{S \in \Gamma} [w_j(S)(C_j(\pi,S) - d_j(S))]^+ - f^*(S),$$ \hfill (2)

where the last equality follows from the fact that $Z(\pi) \geq 0$ and $f^*(S) \geq 0$ for any $S \in \Gamma$. Fix a nonempty subset of jobs $D \subseteq J$ and define

$$F_j(D) = \max_{S \in \Gamma} [w_j(S)(\sum_{i \in D} p_i(S) - d_j(S))]^+,$$ \hfill (3)

$$Z_j(D) = \max_{S \in \Gamma} [w_j(S)(\sum_{i \in D} p_i(S) - d_j(S)) - f^*(S)]^+.$$ \hfill (4)

The following proposition is immediate:

**Proposition 1.** If $D_2 \subseteq D_1$, then for any $j \in J$ it holds $Z_j(D_1) \geq Z_j(D_2)$ and $F_j(D_1) \geq F_j(D_2)$. 
Let \( \text{pred}(\pi, j) \) be the set of jobs containing job \( j \) and all the jobs that precede \( j \) in \( \pi \). Since \( C_j(\pi, S) = \sum_{i \in \text{pred}(\pi, j)} p_i(S) \), the maximum cost and the maximum regret of \( \pi \) can be expressed as follows (see (1) and (2)):

\[
F(\pi) = \max_{j \in J} F_j(\text{pred}(\pi, j)), \quad Z(\pi) = \max_{j \in J} Z_j(\text{pred}(\pi, j)).
\]  

(5)

We now show that Algorithm 1 correctly solves both robust problems.

**Algorithm 1** Algorithm for solving MINMAX (REGRET) 1|\(\text{prec}\)|\(\max w_j T_j\).

1: \( D \leftarrow \{1, \ldots, n\} \)
2: \textbf{for} \( r \leftarrow n \text{ downto } 1 \) \textbf{do}
3: \hspace{1em} Find \( j \in D \), which has no successor in \( D \) and has the minimum value of \( F_j(D)(Z_j(D)) \)
4: \hspace{1em} \( \pi(r) \leftarrow j \)
5: \hspace{1em} \( D \leftarrow D \setminus \{j\} \)
6: \textbf{end for}
7: \textbf{return} \( \pi \)

**Theorem 1.** Algorithm 1 computes an optimal minmax (regret) schedule for MINMAX (REGRET) 1|\(\text{prec}\)|\(\max w_j T_j\).

**Proof.** We prove the theorem for the minmax version of the problem. The proof for the minmax regret version is just the same. Let \( \pi \) be the schedule returned by the algorithm. It is clear that \( \pi \) is feasible. Let us renumber the jobs so that \( \pi = (1, 2, \ldots, n) \). Let \( \sigma \) be an optimal minmax schedule. Assume that \( \sigma(j) = j \) for \( j = k+1, \ldots, n \), where \( k \) is the smallest position among all optimal minmax schedules. If \( k = 0 \), then we are done, because \( \sigma = \pi \) is optimal. Assume that \( k > 0 \), and so \( k \neq \sigma(k) = i \). Let us move the job \( k \) just after \( i \) in \( \sigma \) and denote the resulting schedule as \( \sigma' \) (see Figure 3.1). Schedule \( \sigma' \) is feasible, because \( \pi \) is feasible. We now consider three cases:

1. If \( j \in P \cup R \), then \( \text{pred}(\sigma', j) = \text{pred}(\sigma, j) \) and \( F_j(\text{pred}(\sigma', j)) = F_j(\text{pred}(\sigma, j)) \).

2. If \( j \in Q \cup \{i\} \), then \( \text{pred}(\sigma', j) \subseteq \text{pred}(\sigma, j) \) and, according to Proposition 1, \( F_j(\text{pred}(\sigma', j)) \leq F_j(\text{pred}(\sigma, j)) \).

3. If \( j = k \), then \( F_j(D) \leq F_i(D) \) from the construction of Algorithm 1. Since \( \text{pred}(\sigma, i) = \text{pred}(\sigma', j) = D \), we have \( F_j(\text{pred}(\sigma', j)) \leq F_i(\text{pred}(\sigma, i)) \).

From the above three cases and equality (5), we conclude that

\[
F(\sigma') = \max_{j \in J} F_j(\text{pred}(\sigma', j)) \leq \max_{j \in J} F_j(\text{pred}(\sigma, j)) = F(\sigma),
\]

so \( \sigma' \) is also optimal, which contradicts the minimality of \( k \).

Observe that the running time of the algorithm depends on the complexity of computing \( F_j(D) \) and \( Z_j(D) \) for given \( j \) and \( D \subseteq J \). This complexity depends on the way in which scenario set \( \Gamma \) is defined and will be discussed in the next two sections.
In order to maximize (6), one can fix $d_j$.

Theorem 2. \textsc{Minmax (regret)} 1|\textsc{prec}| \max w_j T_j can be solved in $O(K n^2)$ time.

### 3.1.1. Discrete uncertainty representation

If $\Gamma$ contains a finite number of $K$ scenarios, then Algorithm 1 can be implemented to run in $O(K n^2)$ time. It is enough to introduce additional array containing the current values $(\sum_{i \in D} p_i(S_1), \ldots, \sum_{i \in D} p_i(S_K))$, which is initialized for $D = J$ just after line 1 and modified just after line 5 of Algorithm 1. For the minmax regret version we also need to introduce the array $(f^*(S_1), \ldots, f^*(S_K))$ containing the costs of the optimal schedules under all scenarios. These costs can be computed only once in $O(K n^2)$ time just after line 1 of Algorithm 1. Having these two arrays, the job $j$ in line 3 can be found in $O(K n)$ time. We thus get the following result:

Theorem 2. \textsc{Minmax (regret)} 1|\textsc{prec}| \max w_j T_j can be solved in $O(K n^2)$ time.

### 3.1.2. Interval uncertainty representation

For the interval uncertainty representation the minmax problem reduces to solving its deterministic counterpart, which follows from the general remark presented in Section 3. We thus focus only on the minmax regret version, for which we need to compute the value of $Z_j(D)$. Let us define

$$Z_j(D,S) = [w_j(S)(\sum_{i \in D} p_i(S) - d_j(S)) - f^*(S)]^+.$$  \hfill (6)

Hence $Z_j(D) = \max_{S \in \Gamma} Z_j(D,S)$ and we have to find scenario $S \in \Gamma$ maximizing (6). Observe that in order to maximize (6), one can fix $w_j(S) = w_j$, $d_i(S) = d_i$ for all $i \in J \setminus \{j\}$ and $p_i(S) = p_i$ for all $i \notin D$. It thus remains to fix $d_j(S)$, $w_j(S)$ and $p_i(S)$ for all $i \in D$.

Proposition 2. In order to maximize (6) we can fix $d_j(S) = d_j$ and $w_j(S) = w_j$.

\textit{Proof.} It is enough to show that $Z_j(D,S)$ is nonincreasing with respect to $d_j(S)$ and nondecreasing with respect to $w_j(S)$. Let $S'$ be a fixed scenario and $\sigma$ be such that $f^*(S) = f(\sigma,S)$. Define $C = \sum_{i \in D} p_i(S)$. If $Z_j(D,S') = 0$, then $Z_j(D,S') \geq Z_j(D,S)$ for all $S' \in \Gamma$. We can thus assume that $Z_j(D,S) > 0$ which implies $C > d_j(S)$. Let us subtract $\delta > 0$ from $d_j(S)$ and denote the resulting scenario by $S'$. It holds $w_j(S')(C - d_j(S')) = w_j(S)(C - d_j(S)) + \delta w_j(S)$ and $f^*(S') \leq f(\sigma, S') \leq f(\sigma, S) + \delta w_j(S)$. Hence $Z_j(D,S') \geq Z_j(D,S)$. Let us add $\delta > 0$ to $w_j(S)$ and denote the resulting scenario by $S'$. It holds $w_j(S')(C - d_j(S')) = w_j(S)(C - d_j(S))$.

Suppose that the job $j$ completes at time $C_1$ in $\sigma$ under $S$. If $C_1 > C$, then $f^*(S) = f(\sigma, S) \geq w_j(S)(C_1 - d_j(S)) > w_j(S)(C - d_j(S))$ and $Z_j(D,S) = 0$ which contradicts the assumption that $Z_j(D,S) > 0$. If $C_1 \leq C$, then $f^*(S') \leq f(\sigma, S') \leq f(\sigma, S) + \delta(C_1 - d_j(S)) \leq f(\sigma, S) + \delta(C - d_j(S))$. Consequently, $Z_j(D,S') \geq Z_j(D,S)$. \hfill \Box
Proposition 3. Assume that \( w_j = 1 \) for all \( i \in J \). Then there is an extreme scenario \( S \) maximizing (6) under which \( d_j(S) = \overline{d}_j, w_j(S) = \overline{w}_j, d_i(S) = \overline{d}_i, w_i(S) = 1 \) for \( i \in J \setminus \{j\} \), \( p_i(S) = \overline{p}_i \) for \( i \in D \) and \( p_i(S) = \underline{p}_i \) for \( i \in J \setminus D \).

Proof. Let \( S \) be a scenario maximizing (6) and \( \sigma \) be a schedule such that \( f^*(S) = f(\sigma, S) \).
We can assume that \( Z_j(D, S) > 0 \) since otherwise any scenario maximizes (6). According to Proposition 2, we can fix in \( S \) the due dates and weights as in the proposition. We can also assume that \( p_i(S) = \underline{p}_i \) for all \( i \notin D \). It remains to show that increasing any processing time \( p_i(S), i \in D \), cannot decrease (6).
Let us add \( \delta > 0 \) to some \( p_i(S), i \in D \), and denote the resulting scenario as \( S' \). It holds \( \overline{w}_j/(\sum_{i \in D} p_i(S') - d_j) = \overline{w}_j/(\sum_{i \in D} p_i(S) - d_j) + \delta \overline{w}_j \). On the other hand, this modification cannot increase the completion time of any job in \( \sigma \) by more than \( \delta \) and the tardiness by more than \( \delta \overline{w}_j \), since \( \overline{w}_j \) is the largest weight in \( S \). Consequently \( f^*(S') \leq f(\sigma, S') \leq f(\sigma, S) + \delta \overline{w}_j \) and \( Z_j(D, S') \geq Z_j(D, S) \).

Using Propositions 2 and 3, we can identify some special cases of the problem which are polynomially solvable. If all the processing times are precisely known or \( w_j = 1 \) for all \( j \in J \), then we can easily find a scenario maximizing (6) and compute \( Z_j(D) \). Notice that the computation of \( Z_j(D) \) requires \( O(n^2) \) time, because we have to execute Lawler’s algorithm to compute \( f^*(S) \). We thus get the following corollary:

Corollary 1. If all the processing times are precisely known or \( w_j = 1 \) for all \( j \in J \), then \( \text{MINMAX REGRET} \mid \text{prec} \mid \max w_j T_j \) is polynomially solvable.

We now estimate the running time of the algorithm. The general case described in Corollary 1 can be solved in \( O(n^4) \) time. Suppose that job processing times are deterministic. In this case, in order to compute \( Z_j(D) \), we need the values of \( f^*(S) \) for only \( n \) scenarios \( S_j, j \in J \). The scenario \( S_j \) is such that \( w_j(S_j) = \overline{w}_j, d_j(S_j) = \overline{d}_j, w_i(S_j) = w_j, d_i(S_j) = \overline{d}_i, \) for all \( i \in J \setminus \{j\} \). We can compute all \( f^*(S_j) \) in \( O(n^3) \) time before executing Algorithm 1. An optimal minmax regret schedule can be then computed in \( O(n^2) \) time. So the overall computation time is \( O(n^3) \). Finally, consider the case when all due dates are deterministic and all the weights are equal to 1 (only job processing times are uncertain). Proposition 3 provides then an extreme scenario \( S \) which can be used to compute \( Z_j(D) \) and \( Z_j(D) = [\sum_{i \in D} \overline{p}_i - f^*(S) - d_j]^+ \). The value of \( \sum_{i \in D} \overline{p}_i - f^*(S) \) is the same for each \( j \in D \) and line 3 of Algorithm 1 can be replaced with the following line: find \( j \in D \), which has no successor in \( D \) and has the maximal value of \( d_j \). Consequently, the computation of an optimal minmax regret schedule does not depend on job processing times and can be performed in \( O(n^2) \) time.

The cases described in Corollary 1 are easy, because we can find efficiently extreme scenarios maximizing (6). Observe that we have no characterization of a scenario maximizing (6), when the processing times are uncertain and jobs have deterministic, but distinct weights. To see that such a characterization may be more complex consider an example with two jobs and the following parameters (the example is from \([59]\)): \( p_1 \in [2, 4], d_1 = 10, w_1 = 100, p_2 = 7, d_2 = 7 \) and \( w_2 = 1 \). We would like to compute \( Z_2(\{1, 2\}) \). There are exactly two extreme scenarios \( S_1 \) and \( S_2 \) that differ from each other in the processing time of job 1. In the scenario \( S_1 \) job 1 has processing time equal to 2 and in scenario \( S_2 \) its processing time is 4. It is easy to check that \( f^*(S_1) = 0 \) and \( f^*(S_2) = 4 \). So, if only these two scenarios are considered, formula (6) gives us \( Z_2(\{1, 2\}) = \max \{9 - 7 - 0, 11 - 7 - 4\} = 2 \).
But if we consider scenario $S$ in which the processing time of job 1 equals 3, then we get $f^*(S) = 0$ and $Z_2(\{1, 2\}) = \max\{10 - 7 - 0\} = 3$. Hence there is no extreme scenario maximizing (6). In fact, we have just shown that if the processing times are uncertain and the weights of jobs may be different, then there may be no extreme worst case scenario for a given schedule. This makes the analysis of the problem more complex and challenging. Up to date, the complexity of the general problem is open.

3.1.3. Notes and references

The deterministic $1\mid prec\mid \max w_j T_j$ problem is a special case of more general problem $1\mid prec\mid f_{\max}$, where $f_{\max}$ is a regular bottleneck cost function. Every such a problem can be solved in $O(n^2)$ time by a simple algorithm designed by Lawler [38]. The minmax regret sequencing problem with interval processing times, interval due dates and the maximum lateness criterion was discussed by Kasperski in [26]. The algorithm constructed in [26] is similar to Algorithm [1] and also runs in $O(n^4)$ time. The MINMAX REGRET $1\mid prec\mid \max w_j T_j$ problem with interval weights, deterministic processing times and deterministic due dates was discussed by Averbakh in [5]. An $O(n^3)$ algorithm was proposed to solve this problem, which can be viewed as a special case of Algorithm [1]. The problem with discrete uncertainty representation was first investigated by Aloulou and Croce in [4]. Namely, the authors discussed the problem with uncertain processing times, uncertain due dates and deterministic job weights equal to 1 under all scenarios. They showed that the minmax version of the problem can be solved in $O(Kn^2)$ time. In this chapter we generalize the algorithm for arbitrary nonnegative weights. Proposition [3] was first proven by Volgenant and Duin [59]. Algorithm [1] is a generalization of the algorithms proposed in [4, 26, 59]. It is similar to Lawler’s algorithm and remains valid for any uncertainty representation. Its implementation requires a method of solving the optimization problems (3) and (4), which depends on the definition of scenario set $\Gamma$.

The most interesting open problem is to characterize the complexity of the minmax regret version of the problem with interval processing times and distinct job weights. An efficient method of computing the maximum regret of a given schedule should be first designed. The example showed in Section 3.1.2 (see also [59]) suggests that this task may be nontrivial.

3.2. Single Machine Scheduling with Weighted Sum of Completion Times

In this section we discuss the minmax (regret) versions of $1\mid prec\mid \sum w_j C_j$. In this problem, for each job $j \in J$ a processing time $p_j$ and a weight $w_j$ are specified. The jobs are to be processed on one machine and we seek a feasible permutation of the jobs minimizing the weighted sum of completion times. If the precedence constraints are arbitrary, then $1\mid prec\mid \sum C_j$ is strongly NP-hard [40]. However, if the precedence constraints are out-tree, in-tree or series parallel, then $1\mid prec\mid \sum w_j C_j$ is polynomially solvable [9]. Without precedence constraints an optimal schedule can be obtained in $O(n \log n)$ time by applying the Smith rule, i.e. by ordering the jobs with respect to nondecreasing ratios $p_j/w_j$ [57].

Under uncertainty both processing times and weights may be uncertain, and the cost of a given schedule $\pi$ under scenario $S$ is expressed as $f(\pi, S) = \sum_{j \in J} w_j(S) C_j(\pi, S)$. The
maximum cost and the maximum regret of $\pi$ are then as follows:

$$F(\pi) = \max_{S \in \Gamma} \sum_{j \in J} w_j(S) C_j(\pi, S), \quad Z(\pi) = \max_{S \in \Gamma} \{ \sum_{j \in J} w_j(S) C_j(\pi, S) - f^*(S) \}.$$ 

The deterministic $1|\text{prec}|\sum w_j C_j$ problem has an interesting property which will be exploited in the next sections. Consider a problem with job processing times $p_j$ and weights $w_j$, $j \in J$. Let us create a new problem by inverting the role of processing times and weights, namely $w_j$ is now the processing time of job $j$ and $p_j$ is its weight. We also invert the precedence constraints, i.e. if $k \rightarrow l$ then $l \rightarrow k$ in the new problem. Let $\pi'$ be the inverted schedule $\pi$, i.e. $\pi' = (\pi(n), \ldots, \pi(1))$. An easy computation shows that the cost of $\pi$ in the original problem is the same as the cost of $\pi'$ in the new one. The transformation just described allows us to convert any problem with deterministic processing times and uncertain weights into an equivalent problem with uncertain processing times and deterministic weights (this observation was first established in [43]). It is enough to transform the scenario set $\Gamma$ by inverting the role of processing times and weights under each scenario $S \in \Gamma$ and invert the precedence constraints. In particular, the transformation implies the following result, which remains valid for both discrete and interval uncertainty representations:

**Proposition 4.** \textsc{Minmax (Regret) }$1|\text{prec}|\sum C_j$ and \textsc{Minmax (Regret) }$1|\text{prec}, p_j = 1|\sum w_j C_j$ are equivalent.

### 3.2.1. Discrete uncertainty representation

We first present the complexity of the simplest version of the problem in which there are no precedence constraints among jobs and all job weights are equal to 1. So, $\Gamma$ contains $K$ processing times scenarios. The following result demonstrates that the minmax (regret) version of this problem becomes NP-hard even when the number of scenarios is 2:

**Theorem 3** ([61]). \textsc{Minmax (Regret) }$1||\sum C_j$ is NP-hard for 2 processing time scenarios and strongly NP-hard when the number of processing time scenarios is unbounded.

**Theorem 4** ([43]). \textsc{Minmax }$1||\sum C_j$ is hard to approximate within a factor less then $6/5$ when the number of processing time scenarios is unbounded.

From Proposition 4 it follows that we can replace problem $1||\sum C_j$ with $1|p_j = 1|\sum w_j C_j$ in Theorems 3 and 4 and we get the same complexity results for the problem with unit processing times and uncertain weights. Finally, the following theorem states that the minmax version of the problem, in which both processing times and weights can be uncertain, is hard to approximate within any constant factor:

**Theorem 5** ([43]). If the number of scenarios is unbounded, then for every $\epsilon > 0$, the \textsc{Minmax }$1||\sum w_j C_j$ problem cannot be approximated within a ratio of $O(\log^{1-\epsilon} n)$, where $n$ is the input size unless the problems in NP have quasi polynomial algorithms.

We now design 0-1 programming formulation to solve the general problem. Let $\delta_{ij} \in \{0,1\}$ be a binary variable such that $\delta_{ij} = 1$ if job $j$ is processed after job $i$ in a schedule
constructed. The minmax version of the problem can be then formulated as follows:

ILP: \[
\begin{align*}
\min t \\
\sum_{j \in J} p_j(S)w_j(S) + \sum_{j \in J} \sum_{i \in J \setminus \{j\}} \delta_{ij} p_i(S)w_j(S) & \leq t & S \in \Gamma \\
\delta_{ij} + \delta_{ji} & = 1 & i, j \in J \\
\delta_{ij} + \delta_{jk} + \delta_{ki} & \geq 1 & i, j, k \in J \\
\delta_{ij} & = 1 & i \rightarrow j \\
\delta_{ij} & \in \{0, 1\} & i, j \in J 
\end{align*}
\]

We obtain the formulation for the minmax regret version after subtracting the constant \(f^*(S)\) from the left hand side of the first constraint. However, we have to assume that the deterministic problem is polynomially solvable, since otherwise we are not able to compute efficiently the values of \(f^*(S)\). The obtained 0-1 programming formulation is compact, i.e. the number of variables and constraints is bounded by a polynomial in \(n\) and \(K\). In order to solve it a standard solver, such as CPLEX \[22\], can be applied. We describe the efficiency of this formulation and some its refinements in Notes and References at the end of this section. Formulation ILP allows us also to design an approximation algorithm for a special case of the problem. This algorithm will be presented in the next theorem, which is due to \[43\].

**Theorem 6.** If the job processing times (weights) are deterministic, then \(\text{MIN-MAX } 1|\text{prec}||\sum w_j C_j\) with \(K\) weight (processing time) scenarios is approximable within 2.

**Proof.** Assume that the job processing times are deterministic, i.e. \(p_j(S) = p_j\) for each \(S \in \Gamma\), and \(\Gamma\) contains \(K\) weight scenarios. Notice that this problem is equivalent to the one in which the job weights are deterministic and \(\Gamma\) contains \(K\) processing time scenarios. Since the job processing times are deterministic, each feasible schedule can be specified by a vector of job completion times \((C_j)\). Using the binary variables \(\delta_{ij}\), we can define \(C_j\) as follows: \(C_j = p_j + \sum_{i \in J \setminus \{j\}} \delta_{ij} p_i\), \(j \in J\). By relaxing the constraints \(\delta_{ij} \in \{0, 1\}\), we get the following system of inequalities:

\[
\begin{align*}
C_j & = p_j + \sum_{i \in J \setminus \{j\}} \delta_{ij} p_i & j \in J \\
\delta_{ij} + \delta_{ji} & = 1 & i, j \in J \\
\delta_{ij} + \delta_{jk} + \delta_{ki} & \geq 1 & i, j, k \in J \\
\delta_{ij} & = 1 & i \rightarrow j \\
\delta_{ij} & \geq 0 & i, j \in J 
\end{align*}
\]

It has been proved in \[52, 53\] (see also \[20\]) that each feasible vector \((C_j)\) in \[8\] satisfies the following inequalities:

\[
\sum_{j \in I} p_j C_j \geq \frac{1}{2} \left( \sum_{j \in I} p_j \right)^2 + \sum_{j \in I} p_j^2 
\]

for all \(I \subseteq J\)
Consider now the following relaxation of (\ref{eq:MinMax}) for deterministic processing times:

\begin{align*}
\text{ILPR:} & \quad \min t \\
& \quad \sum_{j \in J} c_j w_j(S) \leq t \quad S \in \Gamma \\
& \quad C_j = p_j + \sum_{i \in J \setminus \{j\}} \delta_{ij} \pi_i \quad j \in J \\
& \quad \delta_{ij} + \delta_{ji} = 1 \quad i, j \in J \\
& \quad \delta_{ij} + \delta_{jk} + \delta_{ki} \geq 1 \quad i, j, k \in J \\
& \quad \delta_{ij} = 1 \quad i \to j \\
& \quad \delta_{ij} \geq 0 \quad i, j \in J
\end{align*}

We have explicitly defined the job completion times in ILP and relaxed the constraints \( \delta_{ij} \in \{0, 1\} \). Since ILPR is a linear programming problem, it can be solved in polynomial time. Let \( (C^*_j) \) and \( t^* \) be an optimal solution to ILPR. Let us label the jobs so that \( f_{\pi} \in \Gamma \). It is enough to subtract first \( f_{\pi} \ell \) for the minmax problem is the one in \( \Gamma \). We now show that if there are no precedence constraints among the jobs, then an optimal schedule can be constructed by a dynamic programming algorithm. Observe that \( f_{\sigma}^{\ell} \) is evaluated by the vector \( (C^*_j) \) and relaxed the constraints \( \delta_{ij} \in \{0, 1\} \). The vector \( (C^*_j) \) must satisfy (\ref{eq:MinMax}). Hence, by setting \( I = \{1, \ldots, j\} \) we get

\[ \sum_{i=1}^j p_i C^*_i \geq \frac{1}{2} \left( (\sum_{i=1}^j p_i)^2 + \sum_{i=1}^j p_i^2 \right) \geq \frac{1}{2} \left( (\sum_{i=1}^j p_i)^2 \right). \]

Since \( C^*_j \geq C^*_i \) for each \( i \in \{1 \ldots j\} \), we get \( C^*_j \sum_{i=1}^j p_i \geq \sum_{i=1}^j p_i C^*_i \geq \frac{1}{2} (\sum_{i=1}^j p_i)^2 \) and, finally \( C^*_j = \sum_{i=1}^j p_i \leq 2C^*_j \) for each \( j \in J \). Consider schedule \( \pi = (1, 2, \ldots, n) \). For each scenario \( S \in \Gamma \), it holds \( f(\pi, S) = \sum_{j \in J} C^*_j w_j(S) \leq 2 \sum_{j \in J} C^*_j w_j(S) \leq 2t^* \), which implies \( F(\pi) = \max_{S \in \Gamma} f(\pi, S) \leq 2t^* \). From the fact that \( t^* \) is a lower bound on the maximum cost of an optimal schedule, we conclude that \( \pi \) is a 2-approximate solution. The bound of 2 is tight and the example illustrating this fact can be found in \cite{43}.

We now show that if there are no precedence constraints among the jobs, then an optimal schedule can be constructed by a dynamic programming algorithm. Observe that we can treat the minmax (regret) problem with \( K \) scenarios as a multicriteria scheduling problem. Namely, each schedule \( \pi \) is evaluated by the vector \( (f(\pi, S_1), \ldots, f(\pi, S_K)) \) of the costs under \( K \) scenarios. We can define the set of efficient schedules, denoted by \( \Pi^e \), which has the following property: for any schedule \( \sigma \in \Pi \) there exists a schedule \( \pi \in \Pi^e \) such that \( f(\pi, S_i) \leq f(\sigma, S_i) \) for each \( i = 1, \ldots, K \). We associate with \( \Pi^e \) the set \( \Omega \) containing all vectors of the costs of the schedules in \( \Pi^e \). The set \( \Omega \) is called efficient. It is easy to check that \( \Pi^e \) contains an optimal minmax (regret) schedule. An optimal schedule for the minmax problem is the one in \( \Pi^e \) for which the largest cost over all scenarios is minimal. In a similar way we can find an optimal schedule for the minmax regret problem. It is enough to subtract first \( f^*(S_i) \) from each \( f(\pi, S_i), \pi \in \Pi^e, i = 1, \ldots, K \). The idea of the dynamic algorithm, which follows from \cite{43}, is to compute recursively the sets \( \Pi^e \) and \( \Omega \). We will illustrate this algorithm by using a sample problem with 4 jobs and 3 scenarios shown in Table 1. Consider a vector \( \alpha = ((w_1, p_1), (w_2, p_2), \ldots, (w_K, p_K)) \) of \( K \) pairs of weight/processing time called a job profile. Suppose that in a given instance of the problem there are \( L \) distinct job profiles \( \alpha_1, \ldots, \alpha_L \), where the profile \( \alpha_i \) appears \( n_i \) times. In the sample problem there are 3 distinct job profiles \( \alpha_1 = ((6, 1), (2, 1), (2, 6)), \alpha_2 = ((4, 2), (2, 5), (1, 5)), \alpha_3 = ((6, 5), (1, 1), (4, 3)) \), where profile \( \alpha_2 \) appears twice. We thus have \( n_1 = 1, n_2 = 2, \) and \( n_3 = 1 \). Consider a \( (n_1 + 1) \times (n_2 + 1) \times \cdots \times (n_L + 1) \) dimensional table. A cell \( c = (c_1, \ldots, c_L) \) represents a sub-instance \( I(c) \) of the problem in which
After computing the cost vectors for both schedules, we get \( \Omega(c) \) for each scenario \( c \). Let \( \Omega(c) \) be the set of efficient cost vectors for the instance specified by cell \( c \). This set has the following property: for any schedule \( \pi' \) in the instance \( I(c) \), there is a schedule \( \sigma' \) in the instance \( I(c) \) with \( f(\sigma',S_1), \ldots, f(\sigma',S_K) \in \Omega(c) \), such that \( f(\sigma',J_j) \leq f(\pi',J_j) \) for each scenario \( j = 1, \ldots, K \). The idea of the algorithm is to compute recursively the sets \( \Omega(c) \) in order of increasing \( n(c) \). Then the last set corresponding to the cell with \( n(c) = n \), will contain the cost of an optimal solution to the minmax (regret) problem and this solution can be retrieved from the computation path. The computations for the sample problem are illustrated in Figure 2.

### Table 1. A sample problem.

<table>
<thead>
<tr>
<th>( J )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>( w(S_1) )</td>
<td>( p(S_1) )</td>
<td>( w(S_2) )</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

There are \( c_i \) jobs with profile \( \alpha_i \). For example, \( c = (1,1,0) \) represent the instance with jobs 1 and 2, and \( c = (0,2,0) \) represents an instance with jobs 2 and 4 (which are the same). The number of jobs in \( I(c) \) is denoted by \( n(c) = c_1 + \cdots + c_L \). Of course, the cell \( (n_1, \ldots, n_L) \) represents the original instance with all jobs. For each partial schedule \( \pi' \) in the instance \( I(c) \) we can determine the vector \( (f(\pi',S_1), \ldots, f(\pi',S_K)) \) of the costs under scenarios in \( \Gamma \). Let \( \Omega(c) \) be the set of efficient cost vectors for the instance specified by cell \( c \). This set has the following property: for any schedule \( \pi' \) in the instance \( I(c) \), there is a schedule \( \sigma' \) in the instance \( I(c) \) with \( f(\sigma',S_1), \ldots, f(\sigma',S_K) \in \Omega(c) \), such that \( f(\sigma',J_j) \leq f(\pi',J_j) \) for each scenario \( j = 1, \ldots, K \). The idea of the algorithm is to compute recursively the sets \( \Omega(c) \) in order of increasing \( n(c) \). Then the last set corresponding to the cell with \( n(c) = n \), will contain the cost of an optimal solution to the minmax (regret) problem and this solution can be retrieved from the computation path. The computations for the sample problem are illustrated in Figure 2.

**Figure 2.** Illustration of the dynamic algorithm.

We first consider the cells with \( n(c) = 1 \). These cells correspond to the instances with one job. For example, \((1,0,0)\) corresponds to the instance containing only job 1. So, \( \Omega(c) \) has exactly one schedule \( \pi' = (1) \) with \( f(\pi',S_1) = 6 \), \( f(\pi',S_2) = 2 \) and \( f(\pi',S_3) = 12 \). The vector of the costs \((6,2,12)\) is shown below \( c \) in Figure 2. After computing the sets \( \Omega(c) \) for all \( c \) with \( n(c) = 1 \), we can determine the efficient sets for all cells \( c \) with \( n(c) = 2 \). For example, cell \((1,1,0)\) can be reached from the cells \((1,0,0)\) and \((0,1,0)\). The former correspond to partial schedule \((1,2)\) while the latter to the partial schedule \((2,1)\). After computing the cost vectors for both schedules, we get \((26,22,27)\) and \((18,14,23)\),
respectively. Since (18, 14, 23) dominates (26, 22, 27), we remove (26, 22, 27) from \( \Omega(c) \). A similar computations can be performed for cell (1, 0, 1), in which we need to consider the cost vectors for two partial schedules (1, 3) and (3, 1). Because none of these cost vectors dominates the other, we must keep both of them in \( \Omega(c) \). Now it is clear how to determine the remaining sets \( \Omega(c) \) and the computations are presented in Figure 2. The last cell (1, 2, 1) contains 4 vectors and the vector (28, 6, 30) corresponds to optimal schedules (2, 4, 3, 1) and (4, 2, 3, 1) (jobs 4 and 2 are just the same).

Let us now examine the running time of the dynamic algorithm. Let \( p_{\text{max}} \) and \( w_{\text{max}} \) be the largest processing time and the largest weight in a given instance of the problem. Since the cost of every schedule \( \pi \) under each scenario is bounded by \( n^2 p_{\text{max}} w_{\text{max}} \), the number of cost vectors in each \( \Omega(c) \) is bounded by \( (n^2 p_{\text{max}} w_{\text{max}})^K \). The computation of \( \Omega(c) \) for each cell \( c \) requires at most \( L(n^2 p_{\text{max}} w_{\text{max}})^K + (n^2 p_{\text{max}} w_{\text{max}})^{2K} \) time, where the second term in this sum represents the time required to remove dominated vectors from \( \Omega(c) \) by using a pairwise comparison. The number of cells is bounded by \( n^2 \), so the whole table can be filled in time \( n^2 (L(n^2 p_{\text{max}} w_{\text{max}})^K + (n^2 p_{\text{max}} w_{\text{max}})^{2K}) \). The number of different job profiles \( L \) is bounded by \( (p_{\text{max}} \cdot w_{\text{max}})^K \). The running time of the algorithm is exponential. Notice, however, that when the number of scenarios \( K \) is constant and the job processing times and due dates in all scenarios are bounded by a constant, then the algorithm is polynomial in \( n \).

The dynamic programming approach presented in this section is general and can also be applied to other minmax (regret) scheduling problems in which there are no precedence constraints between jobs and the cost function is regular. An algorithm obtained in this way will be, however, exponential so its applicability is limited only to small instances.

### 3.2.2. Interval uncertainty representation

For the interval uncertainty representation the minmax regret problem is NP-hard, which is due to the following result:

**Theorem 7** ([19]). **MINMAX REGRET 1||\( \sum C_j \)** with interval processing times is NP-hard.

According to Proposition [4], **MINMAX REGRET 1||\( p_j = 1 \sum w_j C_j \)** with interval weights is also NP-hard. In the existing literature, exact methods of solving the problem are known only for the special case in which there are no precedence constraints among jobs and all job weights are equal to 1, i.e. for **MINMAX REGRET 1||\( \sum C_j \)**. Using Proposition [4], all these exact methods can also be applied to **MINMAX REGRET 1||\( p_j = 1 \sum w_j C_j \)** with interval weights. Let us start by recalling an important result which allows us to construct a partial optimal minmax regret schedule. For any two jobs \( i \) and \( j \), we write \( i \preceq j \) if \( p_i \leq p_j \) and \( w_i \preceq w_j \). The relation \( \preceq \) establishes a partial order in the set of jobs and the following theorem holds:

**Theorem 8** ([13]). There exists an optimal minmax regret schedule \( \pi \), in which for each pair of jobs \( i \) and \( j \), if \( i \preceq j \), then \( i \) is processed before \( j \) in \( \pi \).

Using Theorem 8 we can immediately determine the relative positions in an optimal minmax regret schedule for every pair of jobs \( i, j \) such that \( i \preceq j \). In particular, if it is possible to totally order all jobs in \( J \) so that \( \pi(1) \preceq \pi(2) \preceq \cdots \preceq \pi(n) \), then \( \pi \) is an optimal minmax regret schedule. It is not possible if there are some pairs of nested processing
time intervals, that is when for some two jobs \( i \) and \( j \) it holds \([p_i, \bar{p}_i] \subset [p_j, \bar{p}_j]\). Hence the complexity of the problem increases with the number of nested processing time intervals. We will apply Theorem [8] to refine some exact and approximation algorithms for solving the problem.

Our goal now is to construct a mixed integer programming formulation for the problem. The formulation ILP, shown in the previous section, is not appropriate, because the number of scenarios is infinite. As we will see later, for each schedule \( \pi \) there exists an extreme worst case scenario. So, it is possible to transform \( \Gamma \) into a discrete scenario set containing all extreme scenarios and use ILP to solve the problem. However, the resulting problem will have an exponential number of constraints. In order to solve the problem we will use a different representation of a schedule. Let us define binary variables \( x_{ij} \), \( i, j = 1, \ldots, n \), where \( x_{ij} = 1 \) if job \( j \) occupies position \( i \) (i.e. \( j = \pi(i) \)). These binary variables must satisfy assignment constraints which ensure that each job is assigned to exactly one position and each position is occupied by exactly one job. Suppose that a binary vector \( x = (x_{ij}) \) represents schedule \( \pi \) and a binary vector \( y = (y_{kj}) \) represents schedule \( \sigma \). Then for each scenario \( S \in \Gamma \) it holds

\[
\sum_{j \in J} C_j(\pi, S) = \sum_{j=1}^{n} \sum_{i=1}^{n} (n - i + 1)p_j(S)x_{ij}, \quad (10)
\]

\[
\sum_{j \in J} C_j(\sigma, S) = \sum_{j=1}^{n} \sum_{k=1}^{n} (n - k + 1)p_j(S)x_{kj}, \quad (11)
\]

\[
\sum_{j \in J} C_j(\pi, S) - \sum_{j \in J} C_j(\sigma, S) = \sum_{j=1}^{n} p_j(S) \sum_{k=1}^{n} \sum_{i=1}^{n} (k - i)x_{ij}y_{kj}. \quad (12)
\]

Equalities (10) and (11) are easy to verify. To see that (12) is true, suppose that job \( j \) occupies position \( i \) in \( \pi \) and position \( k \) in \( \sigma \). Then \( x_{ij} = 1 \), \( y_{kj} = 1 \) and, according to (12), job \( j \) contributes \( p_j(S)(k - i) \). We get exactly the same result for job \( j \) when we subtract (11) from (10). Using (12), the maximum regret \( Z(\pi) \) of schedule \( \pi \) described by \( (x_{ij}) \) can be expressed as follows:

\[
Z(\pi) = \max_{y} \max_{S \in \Gamma} \sum_{j=1}^{n} p_j(S) \sum_{k=1}^{n} \sum_{i=1}^{n} \sum_{k=1}^{n} (k - i)x_{ij}y_{kj}. \quad (13)
\]

Given a vector \( (y_{kj}) \), the scenario maximizing (13) can be obtained in the following way: \( p_j(S) = \bar{p}_j \) if \( k - i \geq 0 \) and \( p_j(S) = \underline{p}_j \) if \( k - i < 0 \). So, it holds

\[
Z(\pi) = \max_{y} \sum_{j=1}^{n} \sum_{k=1}^{n} \left( \bar{p}_j \sum_{i=1}^{k} (k - i)x_{ij} + \underline{p}_j \sum_{i=k}^{n} (k - i)x_{ij} \right) y_{kj}. \quad (14)
\]

Let \( x = (x_{ij}) \) describes schedule \( \pi \) and let us define \( c_{kj}(x) = \bar{p}_j \sum_{i=1}^{k} (k - i)x_{ij} + \underline{p}_j \sum_{i=k}^{n} (k - i)x_{ij} \). Since \( c_{kj}(x) \) are constant for a fixed \( x \), we can compute the value of \( Z(\pi) \) by solving the following assignment problem:

\[
\begin{align*}
\max & \quad \sum_{j=1}^{n} \sum_{k=1}^{n} c_{kj}(x)y_{kj} \\
\text{subject to} & \quad \sum_{k=1}^{n} y_{kj} = 1, \quad j = 1, \ldots, n \\
& \quad \sum_{j=1}^{n} y_{kj} = 1, \quad k = 1, \ldots, n \\
& \quad y_{kj} \geq 0, \quad j, k = 1, \ldots, n
\end{align*}
\]
Observe that we can relax the constraints \( y_{kj} \in \{0,1\} \) without changing the optimal objective value, which follows from the well known fact that the matrix of the assignment constraints is totally unimodular. The following proposition summarizes the results presented so far:

**Proposition 5.** For each schedule \( \pi \), there exists an extreme worst case scenario and the maximum regret of \( \pi \) can be computed in polynomial time by solving the assignment problem.

In order to find an optimal schedule we need to find \( \pi \) minimizing (15). The dual problem to (15) has the following form:

\[
\min \sum_{j=1}^{n} \alpha_j + \sum_{k=1}^{n} \beta_k \\
\alpha_j + \beta_k \geq c_{kj}(\pi) \quad j,k = 1,\ldots,n
\]

From the definition of \( c_{kj}(\pi) \), the fact that \( \pi \) must satisfy the assignment constraints and the equivalence of (15) and (16), we have the following MIP formulation for the problem:

\[
\min \sum_{j=1}^{n} \alpha_j + \sum_{k=1}^{n} \beta_k \\
\alpha_j + \beta_k \geq \sum_{i=1}^{k} (k-i)x_{ij} + \sum_{i=k}^{n} (k-i)x_{ij} \quad j,k = 1,\ldots,n \\
\sum_{i=1}^{n} x_{ij} = 1 \quad j = 1,\ldots,n \\
\sum_{j=1}^{n} x_{ij} = 1 \quad i = 1,\ldots,n \\
x_{ij} \in \{0,1\} \quad i,j = 1,\ldots,n
\]  

(17)

The size of the resulting MIP formulation is polynomial in \( n \). It can be additionally refined by applying Theorem 8. The idea consists in adding additional constraints, which use relation \( \preceq \) to reduce the solution space. Let \( a_j = |\{i: i \neq j, i \preceq j\}| \) and \( b_j = |\{i: i \neq j, j \preceq i\}| \).

Thus \( a_j \) is the number of jobs that are known to precede \( j \) and \( b_j \) is the number of jobs that are known to follow \( j \) in an optimal schedule. For each pair of jobs \( u \) and \( v \) such that \( u \preceq v \) we add the following constraint to the MIP formulation (17):

\[
\sum_{i=1}^{n} ix_{iv} \geq \sum_{i=1}^{n} ix_{iu} + 1.
\]

(18)

Constraint (18) expresses the fact that the position occupied by job \( u \) is less than the position occupied by job \( v \). Also, for each job \( j \) we add the following two constraints:

\[
\sum_{i=1}^{a_j} x_{ij} = 0 \quad (19)
\]

\[
\sum_{i=n-b_j+1}^{n} x_{ij} = 0 \quad (20)
\]

Constraints (19) and (20) assure that at least \( a_j \) jobs precede \( j \) (therefore first \( a_j \) positions cannot be occupied by \( j \)) and at least \( b_j \) jobs follow \( j \) (therefore the last \( n-b_j+1 \) positions cannot be occupied by \( j \)). Constraints (18)–(20) may significantly reduce the solution space and consequently speed up calculations. Computational tests performed in [44] suggest that we can solve efficiently the problem with up to 45 jobs by using CPLEX solver to solve the MIP model. We believe that a little bit larger problems can be solved by using faster computers and the latest version of optimization software.
The next theorem shows that the minmax regret problem with interval processing times can also be approximated within 2 if only the underlying deterministic problem is polynomially solvable.

**Theorem 9.** If the deterministic $1 \mid \text{prec} \mid \sum C_j$ problem is polynomially solvable, then MINMAX REGRET $1 \mid \text{prec} \mid \sum C_j$ with interval processing times is approximable within 2.

**Proof.** Let us denote by $j_\pi$ and $j_\sigma$ the positions occupied by job $j$ in schedules $\pi$ and $\sigma$, respectively. The following equality for any $S \in \Gamma$ is easy to verify:

$$f(\pi, S) - f(\sigma, S) = \sum_{j \in J} C_j(\pi, S) - \sum_{j \in J} C_j(\sigma, S) = \sum_{j \in J} (j_\sigma - j_\pi)p_j(S). \tag{21}$$

Using (21) and the definition of the maximum regret one can easily prove that for any two feasible schedules $\pi$ and $\sigma$ the following inequality holds:

$$Z(\pi) \geq \sum_{\{j : j_\alpha > j_\pi\}} (j_\sigma - j_\pi) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\sigma - j_\pi)p_j. \tag{22}$$

We now show that any feasible schedules $\pi$ and $\sigma$ satisfy the inequality:

$$Z(\sigma) \leq Z(\pi) + \sum_{\{j : j_\alpha > j_\sigma\}} (j_\pi - j_\alpha) \bar{p}_j + \sum_{\{j : j_\alpha < j_\sigma\}} (j_\pi - j_\alpha)p_j. \tag{23}$$

Indeed, the following inequality follows from (21), after interchanging $\pi$ and $\sigma$:

$$f(\sigma, S) \leq f(\pi, S) + \sum_{\{j : j_\alpha > j_\pi\}} (j_\pi - j_\alpha) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\pi - j_\alpha)p_j; \tag{24}$$

If $S$ is a worst case scenario for $\sigma$, then subtracting $f^*(S)$ from both sides of (24) yields $Z(\sigma) \leq f(\pi, S) - f^*(S) + \sum_{\{j : j_\alpha > j_\pi\}} (j_\pi - j_\alpha) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\pi - j_\alpha)p_j$, which, together with $Z(\pi) \geq f(\pi, S) - f^*(S)$, gives (23). Let $S^m$ be the midpoint scenario, i.e. $p^m_j = \frac{1}{2}(p_j + \bar{p}_j)$ for all $j \in J$, and let $\sigma$ be an optimal schedule under $S^m$. By the assumption that the deterministic problem is polynomially solvable, we can compute $\sigma$ in polynomial time. Using (21) we can see that for any schedule $\pi$, it holds $\sum_{j \in J} (j_\alpha - j_\pi)(\bar{p}_j + p_j) \geq 0$ which is equivalent to the following inequality:

$$\sum_{\{j : j_\alpha > j_\pi\}} (j_\alpha - j_\pi) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\alpha - j_\pi)p_j \geq \sum_{\{j : j_\alpha > j_\pi\}} (j_\pi - j_\alpha) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\pi - j_\alpha)p_j. \tag{25}$$

Now applying formula (22) to (25) we obtain

$$Z(\pi) \geq \sum_{\{j : j_\alpha > j_\pi\}} (j_\pi - j_\alpha) \bar{p}_j + \sum_{\{j : j_\alpha < j_\pi\}} (j_\pi - j_\alpha)p_j. \tag{26}$$

Inequalities (23) and (26) yield $Z(\sigma) \leq Z(\pi) + Z(\pi) = 2Z(\pi)$. It is easy to show that the bound of 2 obtained is tight. Consider a problem with three jobs and with no precedence constraints. The interval processing times of jobs are $\bar{p}_1 = [0, 2]$, $\bar{p}_2 = [1, 1]$ and $\bar{p}_3 = [1, 1]$. The midpoint scenario assigns to all jobs the processing times equal to 1. An easy computation shows that schedule $\sigma = (1, 3, 2)$ has the maximum regret equal to 2, while the optimal minmax regret schedule $\pi = (3, 1, 2)$ has the maximum regret equal to 1, which implies $Z(\sigma)/Z(\pi) = 2$. \qed
Theorem 9 together with Proposition 4 imply that \textsc{Minmax Regret 1|\textit{prec}, pj = 1|\sum wjcj} with interval weights is also approximable within 2, if only its deterministic counterpart is polynomially solvable. Theorem 9 suggests an approximation algorithm for solving the problem even if some precedence constraints among jobs are allowed. However, in this case no efficient method of computing the maximum regret of a given feasible schedule is known. In order to compute \(Z(\pi)\) we can apply formulation (15) with constraints \(y_{kj} \in \{0, 1\}\) and additional constraints which force precedence constraints among the jobs. But it is not clear that the resulting model can be solved in polynomial time. Observe, however, that even with presence of precedence constraints, there is still an extreme worst case scenario for each feasible schedule \(\pi\).

If there are no precedence constraints among jobs, then one can try to improve a solution returned by the 2-approximation algorithm by applying a simple local search. For a given schedule \(\pi\), we define the neighborhood \(N(\pi)\) consisting of all schedules \(\pi'\) resulting from interchanging the positions of two jobs \(i\) and \(j\) in \(\pi\). We can restrict the neighborhood by using Theorem 8. Namely, if \(i\) is processed before \(j\) in \(\pi\) and \(i \preceq j\), then the positions of \(i\) and \(j\) are not interchanged, since the maximum regret of the resulting schedule \(\pi'\) cannot be less than the maximum regret of \(\pi\). We can use the neighborhood \(N\) to construct a simple iterative improvement algorithm which returns a local minimum with respect to \(N\). Recall that the maximum regret of a given schedule can be computed in polynomial time by solving an assignment problem. Thus each step of the algorithm can be done in polynomial time.

Some experiments on the 2-approximation algorithm and the iterative improvement were performed in [27], where problems with up to 40 jobs were examined (those problems can be solved by using the MIP formulation). The simple 2-approximation algorithm, that computes an optimal solution for the midpoint scenario, returns solutions whose average percentage deviations from the optimum are about 8%. By applying the iterative improvement, we can achieve the average percentage deviations from the optimum less than 1%. So, the iterative improvement algorithm seems to be an attractive method of solving large problems, for which the MIP formulation is too slow. It is worth pointing out that in both MIP formulation and the iterative improvement, the dominance property described in Theorem 8 significantly reduces the computation time.

3.2.3. Notes and references

The deterministic \(1|\textit{prec}|\sum wjcj\) problem is one of the most basic and extensively studied scheduling problems. A comprehensive description of its complexity and known solution algorithms can be found, for instance, in the books by Brucker [9] and Pinedo [46]. The \textsc{Minmax Regret 1|||\sum cj} problem with interval processing times was first discussed in the paper by Daniels and Kouvelis [13], where Theorem 8 and the characterization of the worst case scenario of a given schedule (Proposition 5) can be found. The complexity of the problem was characterized by Lebedev and Averbakh in [39], who proved that \textsc{Minmax Regret 1|||\sum cj} with interval processing times is \textsc{NP}-hard (Theorem 7). Historically, the branch and bound algorithm proposed by Daniels and Kouvelis in [13] was the first exact method of solving the problem. Another approach, which is partially based on the results obtained in [13], was proposed by Montemanni in [44], who constructed a com-
impact mixed integer programming formulation for the problem (this formulation is shown in Section 3.2.2). Since the MIP formulation is simpler and allows us to solve larger problems, we do not describe the branch and bound method in this chapter (we refer the reader to [13] for details). The 2-approximation algorithm described in Theorem 9 was constructed by Kasperski and Zieliński in [33]. Some heuristics based on local search were first suggested in [13] and the iterative improvement algorithm from Section 3.2.2 was proposed by Kasperski in [27]. The local minimum returned by the iterative improvement is at most a factor of 2 away from the global one. However, no example is known for which the worst case ratio of 2 is achieved.

There is a number of interesting open problems on the minmax regret version of the problem with interval data. We know that $\text{MIN MAX} \ R \ | \sum C_j$ with interval processing times is weakly NP-hard (the reduction shown in [39] is from a variant of the partition problem). It is thus possible that this problem has a pseudopolynomial time algorithm and even admits a fully polynomial time approximation scheme (FPTAS). Computing a worst case scenario of a given schedule requires solving an assignment problem which is much more time consuming than solving the deterministic problem. No faster method of computing the worst case scenario is known. In particular no efficient method of computing the maximum regret is known if some precedence constraints between jobs are allowed (a 0-1 programming model can be constructed for that purpose). Also, no method of characterizing a worst case scenario is known when both job processing times and weights are imprecise. The deterministic $\text{MIN MAX} \ | \sum C_j$ problem can be generalized to $R \ | \sum C_j$, in which the jobs can be processed on $m$ unrelated machines. Problem $R \ | \sum C_j$ is polynomially solvable (see, e.g. [9]). It is thus interesting to extend the minmax regret model to this multimachine case.

The $\text{MIN MAX} \ (\text{REGRET}) \ 1 \ | \sum C_j$ problem with discrete uncertainty representation was first discussed by Yang and Yu [61]. They proved that this problem is NP-hard for two processing time scenarios and strongly NP-hard if the number of processing time scenarios is unbounded. A dynamic programming algorithm was also proposed in [61] to solve the problem. Theorems 4, 5 and 6 as well as the idea of the dynamic programming, described in Section 3.2.1, is due to Mastrolilli et al. [43]. The MIP formulation (7) is based on an idea proposed by Potts [47]. The 2-approximation algorithm shown in Theorem 7 is based on the results obtained by Schulz [52, 53] and Hall et al. [20].

The MIP formulation (7) was used by Regis de Farias et al. [49] to solve the $\text{MIN MAX} \ 1 \ | \sum w_j C_j$ problem with deterministic weights. The authors proposed to refine the formulation by adding some additional constraints to reduce the search space (for details we refer the reader to [49]). This refined formulation was then solved by using CPLEX 10 solver and it was shown that problems with up to 140 jobs and 10 processing time scenarios can be solved within reasonable time.

### 3.3. Single Machine Scheduling Problem with Weighted Sum of Late Jobs

In this section we consider the minmax (regret) versions of $1 \ | \sum w_j U_j$. In this problem, the jobs are to be processed on one machine. For each job $j \in J$ a processing time $p_j$ a due date $d_j$ and a weight $w_j$ are given and the objective is to compute a permutation of the jobs minimizing the weighted number of late jobs. We will assume that there are no precedence
constraints among the jobs, so each schedule is feasible. The problem \(1\| \sum w_j U_j\) is weakly NP-hard and can be solved in pseudopolynomial time [25]. However, its special cases \(1\| \sum U_j\) and \(1|p_j = 1| \sum w_j U_j\) with unit weights and unit processing times, respectively, are polynomially solvable. The former can be solved in \(O(n \log n)\) time by using well known Moore’s algorithm [45] and the latter has a matroidal structure and can be solved in \(O(n \log n)\) time by using a greedy algorithm [9][12].

We will also discuss the minmax (regret) version of the \(1|p_j = 1, d_j = d| \sum w_j U_j\) problem, in which all jobs have unit processing times and a deterministic common due date, i.e. \(d_j = d\) for all \(j \in J\). Observe that in this case the deterministic problem reduces to computing a subset \(J' \subseteq J\) of exactly \(n - d\) jobs of the smallest weights. An optimal schedule can be then constructed by first processing the jobs in \(J \setminus J'\) in any order and then the jobs in \(J'\) in any order. It is easily seen that this schedule minimizes the sum of the weights of late jobs. We thus can see that the problem is equivalent to the following SELECTING ITEMS problem: given a set of items \(E\) with a weight \(w_i\) for each \(e_i \in E\), and a number \(p\); compute a subset of precisely \(p\) items out of \(E\) of the minimum total weight. The minmax (regret) version of SELECTING ITEMS was discussed in a number of papers and all results obtained for this problem remain valid for MINMAX (REGRET) \(1|p_j = 1, d_j = d| \sum w_j U_j\). We will use this fact later in this section. Define \(U_j(\pi, S) = 1\) if \(C_j(\pi, S) > d_j\) and \(U_j(\pi, S) = 0\), otherwise. The cost of schedule \(\pi\) under scenario \(S\) is \(f(\pi, S) = \sum_{j \in J} w_j U_j(\pi, S)\). The maximum cost and the maximum regret of schedule \(\pi\) are then expressed as follows:

\[
F(\pi) = \max_{S \in \Gamma} \sum_{j \in J} w_j U_j(\pi, S), \quad Z(\pi) = \max_{S \in \Gamma} \{\sum_{j \in J} w_j U_j(\pi, S) - f^*(S)\}.
\]

### 3.3.1. Discrete uncertainty representation

The following theorems establish all the known complexity results for the discrete uncertainty representation:

**Theorem 10** (4). MINMAX \(1\| \sum U_j\) is NP-hard even if job due dates are deterministic and there are two processing time scenarios.

**Theorem 11** (11). MINMAX \(1|p_j = 1| \sum U_j\) is strongly NP-hard and not approximable with a ratio less than 2 if the number of due date scenarios is unbounded.

Since MINMAX (REGRET) \(1|p_j = 1, d_j = d| \sum w_j U_j\) is equivalent to MINMAX (REGRET) SELECTING ITEMS the following theorems holds:

**Theorem 12** (6, 34). MINMAX (REGRET) \(1|p_j = 1, d_j = d| \sum w_j U_j\) is NP-hard for 2 weight scenarios and strongly NP-hard if the number of weight scenarios is unbounded.

**Theorem 13** (30). If the number of weight scenarios is unbounded, then MINMAX \(1|p_j = 1, d_j = d| \sum w_j U_j\) is not approximable within any constant factor unless \(P=NP\).

For the discrete uncertainty representation, the general MINMAX (REGRET) \(1\| \sum w_j U_j\) problem can be solved by a dynamic algorithm whose idea is just the same as for the problem with the weighted sum of completion times (see Section 3.2.1). A job profile is now a vector of triples \(\alpha = ((p_1, d_1, w_1), \ldots, (p_K, d_K, w_K))\). Let \(p_{\text{max}}, d_{\text{max}}\) and \(w_{\text{max}}\) be the largest
processing time, due date, and weight in the input instance. The number of different job profiles is bounded by \((p_{\text{max}} \cdot d_{\text{max}} \cdot w_{\text{max}})^K\). The cost of each schedule under any scenario is bounded by \(nw_{\text{max}}\). Hence, an analysis similar to that in Section 3.2.1 shows that the number of steps required to fill the dynamic programming table is bounded by \(n^K (L(nw_{\text{max}})^K + (nw_{\text{max}})^{2K})\). Again, if the number of scenarios \(K\) and the values of the problem parameters are bounded by a constant, then the running time of the dynamic algorithm is polynomial in \(n\).

If all jobs have unit processing times under all scenarios, then the problem with \(K\) scenarios is a special case of MINMAX (REGRET) ASSIGNMENT. To see this, let us introduce binary variables \(x_{ij}\) such that \(x_{ij} = 1\) if job \(j\) appears at position \(i\) in a schedule constructed. The variables \(x_{ij}\) must satisfy assignment constraints, which ensure that each job is processed at exactly one position and each position is occupied by exactly one job. Under each scenario \(S \in \Gamma\), the cost \(c_{ij}(S)\) of assigning job \(j\) to position \(i\) is \(w_j(S)\) if \(i > d_j(S)\) and 0 otherwise. We can now formulate the minmax problem as follows:

\[
\begin{align*}
\min t \\
\sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}(S)x_{ij} \leq t & \quad S \in \Gamma \\
\sum_{j=1}^{n} x_{ij} = 1 & \quad j = 1, \ldots, n \\
\sum_{i=1}^{n} x_{ij} = 1 & \quad i = 1, \ldots, n \\
x_{ij} \in \{0, 1\} & \quad i, j = 1, \ldots, n
\end{align*}
\]

For the minmax regret version, we should subtract \(f^*(S)\) from the left hand side of the first constraint. Formulation (27) models the MINMAX (REGRET) ASSIGNMENT problem. Since this problem is known to be approximable within \(K\) (see, e.g., [2]), we get the following result:

**Theorem 14.** MINMAX (REGRET) \(1|p_j = 1|\sum w_jU_j\) is approximable within \(K\).

The \(K\)-approximation algorithm simply outputs an optimal assignment for the average costs \(c_{ij} = \frac{1}{K} \sum_{S \in \Gamma} c_{ij}(S)\). We now use formulation (27) to prove the following result, which is due to [1]:

**Theorem 15.** If the number of due date scenarios is constant, then MINMAX \(1|p_j = 1|\sum U_j\) is approximable within 3.

**Proof.** We will use the fact that MINMAX \(1|p_j = 1|\sum U_j\) is a special case of MINMAX ASSIGNMENT, where additionally all costs \(c_{ij}(S)\) are 0 or 1 (see (27)). Let \(\Gamma = \{S_1, \ldots, S_K\}\) and let \(v\) be a number in \(\{0, \ldots, n\}\). Consider the following problem:

\[
\begin{align*}
\text{CA}(v) : \min & \quad \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}(S_K)x_{ij} \\
& \quad \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}(S_k)x_{ij} \leq v & \quad k = 1, \ldots, K - 1 \\
& \quad \sum_{j=1}^{n} x_{ij} = 1 & \quad j = 1, \ldots, n \\
& \quad \sum_{j=1}^{n} x_{ij} = 1 & \quad i = 1, \ldots, n \\
& \quad x_{ij} \in \{0, 1\} & \quad i, j = 1, \ldots, n
\end{align*}
\]

There exists a value of \(v \in \{0, \ldots, n\}\) for which an optimal solution to \(\text{CA}(v)\) is an optimal solution to MINMAX ASSIGNMENT. Indeed, suppose that the cost of an optimal assignment under scenario \(S_k\) is \(v_k\). Since \(v_k\) is the number of late jobs under scenario \(S_k\), it
is always an integer between 0 and \( n \). Let \( v^* = \max_{k \in \{1, \ldots, K\}} v_k \). It is clear that by solving \( CA(v^*) \) we get an optimal assignment. Consequently, we can reduce the problem to solving \( n + 1 \) problems \( CA(v) \). Unfortunately, when \( K \) is unbounded, then the problem of solving \( CA(v) \) is NP-hard and hard to approximate within a ratio less than 2 even if \( v = 1 \) (see [1]). It has been also shown in [1] that when the costs are 0 or 1 under all scenarios, then the problem of finding an assignment \( x \) such that \( F(x) \leq v \) is solvable in \( O(n^{2vK + 3}) \) time \( (F(x) \) is the maximum cost of \( x \) over all scenarios in \( \Gamma \)\). Let us apply this algorithm for \( v = 0, \ldots, K - 1 \). Consequently, if there is an assignment with the maximum cost less than or equal to \( K - 1 \), then we can obtain an optimal assignment in polynomial time, since the number of scenarios \( K \) is assumed to be constant. Otherwise, we know that the maximum cost of an optimal assignment is not less than \( K - 2 \), in other words \( v^* \in \{K - 2, \ldots, n\} \).

We now focus on constructing an approximate solution to \( CA(v^*) \). Consider the relaxation of (28) for \( v = v^* \), denoted by \( CAR(v^*) \), in which the constraints \( x_{ij} \in \{0, 1\} \) are replaced with \( x_{ij} \geq 0 \). Denote an optimal fractional extreme solution to \( CAR(v^*) \) by \( (x^*_{ij}) \). Let us define \( F = \{(i, j) : 0 < x^*_{ij} \} \), \( I_0 = \{(i, j) : x^*_{ij} = 0\} \) and \( I_1 = \{(i, j) : x^*_{ij} = 1\} \). Fix variables, whose indices are in \( I_0 \) or \( I_1 \) according, to their values in \( (x^*_{ij}) \). As the result we get a smaller problem \( CAR'(v) \) with variables whose indices are in \( F \), where \( (x^*_{ij})_{(i, j) \in F} \) is an extreme solution to \( CAR'(v^*) \). It is well known that the number of positive variables in every extreme solution to linear programming problems equals the number of linearly independent constraints. Consequently, each extreme solution to \( CAR'(v^*) \) has at most \( 2(n - |I_1|) + K - 2 \) positive variables, because one assignment constraint is redundant. Consequently, \( |F| \leq 2n + K - 2 \). We now form set \( F_2 \) as follows. For each position \( i \) such that exactly two pairs \( (i, j) \) and \( (i, j') \) appear in \( F \), we add to \( F_2 \) a pair, say \( (i, j') \) such that \( x^*_{ij} \geq 1/2 \). The position \( i \) is called assigned. We break the ties arbitrarily so that \( F_2 \) represents a partial assignment. Finally, we form \( F_{\geq 2} \) by choosing an arbitrary pair \( (i, j) \in F \) for each unassigned position \( i \) so that \( F_{\geq 2} \) also represents a partial assignment. It holds \( 2|F_2| + 3|F_{\geq 2}| \leq |F| \leq 2(n - |I_1|) + K - 2 \) and \( n - |I_1| = |F_2| + |F_{\geq 2}| \), which implies \( |F_{\geq 2}| \leq K - 2 \). Let \( x = (x_{ij}) \) be the assignment represented by \( I_1 \cup F_2 \cup F_{\geq 2} \). For each \( k = 1, \ldots, K \), it holds \( \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}(S_k) x_{ij} \leq \sum_{(i,j) \in I_1} c_{ij}(S_1) x^*_{ij} + 2 \sum_{(i,j) \in F_2} c_{ij}(S_1) x^*_{ij} + K - 2 \leq 3v^* \). Thus the constructed assignment \( x \) is a 3-approximate solution for the problem. \( \square \)

The approximability of the problem with arbitrary deterministic processing times is established by the next theorem, which is due to [1].

**Theorem 16.** **Minmax 1||\( \sum U_j \) with deterministic processing times and K due date scenarios is approximable within K.**

**Proof.** Define the fictitious scenario \( \hat{S} \) such that \( d_j(\hat{S}) = \min_{S \in \Gamma} d_j(S) \) for \( j \in J \). Let us denote by \( L(\sigma, S) \) the set of late jobs in \( \sigma \) under \( S \). We now show that for any schedule \( \sigma \) it holds

\[
L(\sigma, \hat{S}) \subseteq \bigcup_{S \in \Gamma} L(\sigma, S).
\]

(29)

Let \( j \in L(\sigma, \hat{S}) \). Then job \( j \) completes after \( d_j(\hat{S}) \) in \( \sigma \). Since \( d_j(\hat{S}) = d_j(S) \) for some scenario \( S \in \Gamma \) and all processing times are deterministic, job \( j \) is also late under \( S \) and \( j \in \)
After repeating this selection a polynomial number of times we are guaranteed to obtain an

\[ F(\sigma) = \max_{S \in \Gamma} |L(\sigma, S)| \geq \frac{1}{K} \sum_{S \in \Gamma} |L(\sigma, S)| \geq \frac{1}{K} |L(\sigma, \hat{S})| \geq \frac{1}{K} |L(\pi, \hat{S})| \geq \frac{1}{K} F(\pi), \]

where the last inequality follows from the fact that \( |L(\pi, S)| \leq |L(\pi, \hat{S})| \) for each \( S \in \Gamma \). Hence \( F(\pi) \leq K \cdot F(\sigma) \) for any \( \sigma \) and \( \pi \) is a \( K \)-approximate schedule. The bound of \( K \) is tight and the corresponding example can be found in [11].

It turns out that a better approximation algorithm can be designed for the minmax version of the problem, when all jobs have a common due date. We first construct a MIP model for this special case. Let \( x_j \in \{0, 1\} \) be a binary variable such that \( x_j = 1 \) if job \( j \) is completed after \( d \) in the schedule constructed (i.e. it is late). Consider the following MIP formulation:

\[
\begin{align*}
\min t \\
\sum_{j=1}^n w_j(S)x_j & \leq t \quad S \in \Gamma \\
\sum_{j=1}^n x_j & = n - d \\
x_j & \in \{0,1\} \quad j = 1,\ldots,n
\end{align*}
\]

(30)

Let \( (x_j^*) \) be an optimal solution to (30) with the objective value of \( t^* \). We construct a schedule \( \pi \) as follows: we first process all the jobs \( j \) such that \( x_j^* = 0 \) in any order and then all the jobs \( j \) such that \( x_j^* = 1 \) in any order. Clearly, \( \pi \) is an optimal minmax schedule with \( F(\pi) = t^* \). Notice that (30) is a MIP formulation for the MINMAX SELECTING ITEMS problem and the following theorem holds:

**Theorem 17 (30, 34).** MINMAX \( 1|p_j = 1, d_j = d| \sum w_jU_j \) with \( K \) weight scenarios is approximable within \( O(\log K) \).

We now briefly describe the idea of the algorithm (all details can be found in [30, 34]). We first consider a relaxation of (30) in which the constraints \( x_j \in \{0, 1\} \) are replaced with \( 0 \leq x_j \leq 1 \). Let \( LP(t) \) be the set of constraints of the relaxation of (30) in which we additionally fix \( x_j = 0 \) if \( w_j(S) > t \) for some scenario \( S \in \Gamma \). Applying binary search we can find in polynomial time the smallest value of \( t \) for which \( LP(t) \) is feasible. Denote this smallest value by \( \hat{t} \) and the corresponding solution to \( LP(\hat{t}) \) by \( (x_j^*) \). We can now design a simple randomized algorithm, which selects job \( j \) (fixes \( x_j = 1 \)) with probability \( \hat{x}_j \). After repeating this selection a polynomial number of times we are guaranteed to obtain an \( O(\log K) \) approximate solution with a high probability. This simple randomized algorithm can be converted into a deterministic one by using a method of conditional probabilities and pessimistic estimators (see [30]).

### 3.3.2. Interval uncertainty representation

In this section we study the \( \text{MINMAX REGRET} \ 1|p_j = 1| \sum w_jU_j \) problem with deterministic due dates \( d_j \) and interval weights \( [\underline{w}_j, \overline{w}_j], \ j \in J \). This is the only minmax regret version of the problem with interval data discussed to date. Consider first the case when all jobs have a common due date. The problem is then equivalent to \( \text{MINMAX REGRET SELECTING} \)
ITEMS with interval weights, which is known to be polynomially solvable. Therefore, the following theorem holds:

**Theorem 18** ([11]). **Minmax regret** $1\mid p_j = 1, d_j = d\mid \sum w_j U_j$ with interval weights is solvable in $O(n \min\{d, n - d\})$ time.
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Equality (31) implies that the maximum regret of $\pi$ under scenario set $\Gamma$ equals the maximum regret of $B$ under scenario set $\Gamma'$ and the proposition follows.

We now design a MIP for the following problem: given a sequencing matroid $(J, I)$ with interval weights $[w_j, \bar{w}_j]$, $j \in J$, compute a base $B \in \mathcal{B}$ minimizing the maximum regret $Z(B)$. Assume that jobs in $J$ are numbered so that $d_1 \leq d_2 \leq \cdots \leq d_n$. Recall that $l$ is the unique cardinality of any base $B \in \mathcal{B}$.

The value of $l$ can easily be obtained by computing any base $B \in \mathcal{B}$ in a greedy way. Let us introduce a binary variable $x_j \in \{0, 1\}$ for each $j \in J$, where $x_j = 1$ if $j$ belongs to a base constructed. Consider the following set of constraints:

\[
x_1 \leq d_1 \\
x_1 + x_2 \leq d_2 \\
\vdots \\
x_1 + x_2 + \cdots + x_n \leq d_n \\
x_1 + x_2 + \cdots + x_n = l \\
x_j \in \{0, 1\} \quad \text{for each } j \in J
\]

Clearly, constraints (32) describe characteristic vectors of the solutions (bases) from $\mathcal{B}$. Suppose that $(x_j)$ is a characteristic vector of a base $B \in \mathcal{B}$. Since $|B| = l$, the equality $x_1 + \cdots + x_n = l$ is satisfied. Moreover, all jobs from $B$ can be scheduled on time in some canonical schedule $\pi$. In this schedule all jobs $\pi(1), \ldots, \pi(l)$ are on time and they are processed according to nondecreasing due dates. Hence $x_{\pi(1)} + \cdots + x_{\pi(j)} \leq d_{\pi(j)}$ for $j = 1, \ldots, l$. Since $x_{\pi(l+1)} = \cdots = x_{\pi(n)} = 0$, we can see that the characteristic vector $(x_j)$ satisfies constraints (32). Conversely, suppose that vector $(x_j)$ satisfies (32). Then $(x_j)$ contains precisely $l$ variables which take the value of 1. Furthermore, it is easy to check that the subset of jobs corresponding to these positive variables can be scheduled on time. In consequence $(x_j)$ is a characteristic vector of some base $B \in \mathcal{B}$.

Computing the maximum regret $Z(B)$ for any base $B \in \mathcal{B}$ is not difficult, because we can use the following well known characterization of a worst case scenario for $B$ (see, e.g. [31]): scenario $S_B$ such that $w_j(S_B) = \bar{w}_j$ if $j \in B$ and $w_j(S_B) = w_j$ if $j \notin B$ is a worst case scenario for $B$. Hence, if vector $(x_j)$ represents base $B$, then the maximum regret $Z(B)$ can be computed as follows:

\[
Z(B) = f(B, S_B) - f^*(S_B) = \sum_{j=1}^{n} w_j x_j \min_{(y_j) \in \mathcal{Y}} \sum_{j=1}^{n} (w_j x_j + w_j (1-x_j)) y_j.
\]

We can express the problem of computing $f^*(S_B)$, given $(x_j)$, as follows:

\[
\min \sum_{j=1}^{n} (w_j x_j + w_j (1-x_j)) y_j \\
\sum_{j=1}^{n} y_j \geq -d_j \quad j = 1, \ldots, n \\
y_1 + y_2 + \cdots + y_n = l \\
-y_j \geq -1 \quad j = 1, \ldots, n \\
y_j \geq 0 \quad j = 1, \ldots, n
\]

We have multiplied some inequalities by -1 to obtain a standard form of the linear program. One can easily verify that the constraints matrix of (32) is totally unimodular. The dual
to (34) has the following form:

\[
\begin{align*}
\max & \quad -\sum_{j=1}^{n} d_j \alpha_j - \sum_{j=1}^{n} \beta_j + l \gamma \\
& \quad - \sum_{j=1}^{n} \alpha_j - \beta_j + \gamma \leq w_j x_j + w_j (1 - x_j) \\
& \quad \alpha_j, \beta_j \geq 0 \\
\end{align*}
\]

From (33), (32) and (35), we get the following MIP formulation for the problem:

\[
\begin{align*}
\min & \quad \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} d_j \alpha_j + \sum_{j=1}^{n} \beta_j - l \gamma \\
& \quad \sum_{j=1}^{n} x_i \leq d_j \\
& \quad x_1 + x_2 + \cdots + x_n = l \\
& \quad - \sum_{j=1}^{n} \alpha_j - \beta_j + \gamma \leq w_j x_j + w_j (1 - x_j) \\
& \quad \alpha_j, \beta_j \geq 0 \\
& \quad x_j \in \{0, 1\} \\
\end{align*}
\]

From (33), (32) and (35), we get the following MIP formulation for the problem:

\[
\begin{align*}
\min & \quad \sum_{j=1}^{n} w_j x_j + \sum_{j=1}^{n} d_j \alpha_j + \sum_{j=1}^{n} \beta_j - l \gamma \\
& \quad \sum_{j=1}^{n} x_i \leq d_j \\
& \quad x_1 + x_2 + \cdots + x_n = l \\
& \quad - \sum_{j=1}^{n} \alpha_j - \beta_j + \gamma \leq w_j x_j + w_j (1 - x_j) \\
& \quad \alpha_j, \beta_j \geq 0 \\
& \quad x_j \in \{0, 1\} \\
\end{align*}
\]

The formulation (36) can be additionally refined. Namely, some jobs can be added to a solution constructed while some other jobs can be excluded from the solution constructed before solving (36). A job is called possibly optimal if it is a part of an optimal base under some scenario \( S \in \Gamma \) and it is called a necessarily optimal if it is a part of an optimal base under each scenario \( S \in \Gamma \). It turns out that job \( j \in J \) which is not possibly optimal cannot be a part of any optimal solution to the minmax regret problem and we can fix \( x_j = 0 \) before solving the problem. On the other hand, if all weight intervals are nondegenerate, i.e. \( \underline{w}_j < \overline{w}_j \) for all \( j \in J \), then all necessarily optimal jobs can be added to a solution constructed. In other words, we can fix \( x_j = 1 \) for each necessarily optimal job. Furthermore, all nonpossibly and necessarily optimal jobs can be detected efficiently, which follows from the following property: a job \( j \) is possibly optimal if and only if it is a part of an optimal base under scenario \( S \) such that \( w_j(S) = \underline{w}_j \) and \( w_j(S) = \overline{w}_j \) for all \( i \neq j \); a job \( j \) is necessarily optimal if and only if it is a part of an optimal base under scenario \( S \) such that \( w_j(S) = \underline{w}_j \) and \( w_j(S) = \overline{w}_j \) for all \( i \neq j \).

The next theorem shows that the problem is approximable within 2.

**Theorem 19.** MINMAX REGRET 1\(|p_j = 1|w_j U_j\) with deterministic due dates and interval weights is approximable within 2.

**Proof.** We have shown that the problem is equivalent to computing an optimal minmax regret base in a sequencing matroid with interval weights. Since that problem belongs to the class of combinatorial optimization problems studied in [31], the 2-approximation algorithm designed in [31] can be applied to solve it. The idea of this algorithm consists in solving the deterministic problem for the midpoint scenario \( S \) such that \( w_j(S) = \frac{1}{2}(\underline{w}_j + \overline{w}_j) \), \( j \in J \).

The efficiency of the MIP formulation (36) and the 2-approximation algorithm were tested in [27]. Instances with up to 200 jobs were solved to optimality within less than 220 seconds by using the CPLEX 8.0 solver. The preprocessing significantly reduced the problem size as the average number of nonpossibly optimal jobs reported was between 12% - 17% and the average number of necessarily optimal jobs reported was between 18% - 21%. The 2-approximation algorithm performs quite well. For the tested instances it returned solutions whose average deviations from the optimum were less than 2%.
3.3.3. Notes and references

A review of all known complexity results and solution algorithms for the deterministic 1||\sum w_j U_j problem can be found, for example, in the book by Brucker [9]. A description of the greedy algorithm for 1|p_j = 1|\sum w_j U_j can be found in the book by Cormen et al. [12].

The MINMAX 1||\sum U_j problem under discrete uncertainty representation was discussed by Aloulou et al. [4] and Aissi et al. [1]. The NP-hardness of this problem for two processing time scenarios (Theorem 10) was established in [4] and the NP-hardness of the problem for unbounded number of due date scenarios (Theorem 11) was proven in [1]. We do not know if the problem is strongly NP-hard when the number of the processing time scenarios is unbounded or NP-hard when the number of due date scenarios is constant. The approximation algorithms shown in Theorems 15 and 16 are due to Aissi et al. [1]. In [1] also some dynamic programming algorithms for solving some special cases of the problem can be found. The MINMAX (REGRET) SELECTING ITEMS problem, which is equivalent to MINMAX (REGRET) 1|p_j = 1, d_j = d|\sum w_j U_j, was first discussed by Averbakh [6], who showed that it is NP-hard for 2 weight scenarios. This result was extended by Kasperski et al. [30], who proved that MINMAX (REGRET) SELECTING ITEMS is not approximable within any constant factor if the number of weight scenarios is unbounded, unless P=NP.

In [30, 34] randomized and deterministic \(O(\ln K)\)-approximation algorithms for MINMAX SELECTING ITEMS were proposed, which can be applied to the corresponding scheduling problem when the number of weight scenarios is unbounded.

The only version of the problem with interval data, namely MINMAX REGRET 1|p_j = 1|\sum w_j U_j with deterministic due dates and interval weights, was discussed by Kasperski [27]. When all jobs have a common due date, then this problem is equivalent to MINMAX REGRET SELECTING ITEMS with interval weights which is known to be polynomially solvable. The polynomial algorithms for this problem were constructed by Averbakh [6] and Conde [11]. However, the complexity of the problem, when the jobs have deterministic but distinct due dates, is open. In this case the problem has still a matroidal structure and this fact was used by Kasperski [27] to construct the MIP formulation and the 2-approximation algorithm, shown in Section 3.3.2. The approximation algorithm is based on the previous results obtained by Kasperski and Zieliński in [31] for the class of minmax regret combinatorial optimization problems with interval weights. The preprocessing consisting in identifying nonpossibly and necessarily optimal jobs can be done efficiently due to the results obtained by Kasperski and Zieliński in [32].

3.4. Permutation Flow Shop Problem

In this section, we discuss the minmax (regret) versions of the permutation flow shop problem denoted by \(F || C_{max}\). In this problem, the jobs in \(J\) are to be processed on \(m\) machines from the set \(M = \{1, \ldots, m\}\). Each job \(j \in J\) is first processed on machine 1, then on machine 2 through machine \(m\). A processing time of job \(j\) on machine \(i\) is equal to \(p_{ij}\). We seek a permutation of the jobs minimizing the makespan, i.e., the completion time of the last job on the last machine (machine \(m\)). We will use \(Fm||C_{max}\) to denote the problem in which the number of machines is fixed and equals \(m\). We will also discuss the \(F|n = 2|C_{max}\) problem, where the number of machines equals 2. The deterministic \(F2||C_{max}\) problem is solvable in \(O(n \log n)\) time by Johnson’s algorithm [24], but \(F3||C_{max}\) is strongly NP-hard [15].
Let $C_{\text{max}}(\pi, S)$ be the makespan of schedule $\pi$ under scenario $S$. The maximum cost and the maximum regret of a given schedule $\pi$ are defined as follows:

$$F(\pi) = \max_{S \in \Gamma} C_{\text{max}}(\pi, S), \quad Z(\pi) = \max_{S \in \Gamma} \{ C_{\text{max}}(\pi, S) - C_{\text{max}}^*(S) \},$$

where $C_{\text{max}}^*(S)$ is the minimum makespan under $S$.

In this section, we will also use the following additional notation: $L_i(S) = \sum_{j \in J} p_{ij}(S)$ is the total load of machine $i$ under scenario $S$, $L_{\text{max}}(S) = \max_{i \in M} L_i(S)$ stands for the maximum machine load under $S$, $L_{\text{max}} = \max_{S \in \Gamma} L_{\text{max}}(S)$ denotes the maximum machine load over the set of scenarios, $l_j(S) = \sum_{i \in M} p_{ij}^S$ is the length of job $j$ in scenario $S$, $l_{\text{max}}^j = \max_{S \in \Gamma} l_j(S)$ denotes the maximum length of job $j \in J$ over the set of scenarios, $p_{\text{max}}$ is the largest job processing time in an input instance.

### 3.4.1. Interval uncertainty representation

We now discuss $\text{MINMAX REGRET } F|n=2|\text{C}_{\text{max}}$, i.e. the minmax regret version of the permutation flow shop with only two jobs, $m$ machines and interval job processing times, which is known to be polynomially solvable. The presented results are due to [7]. This problem has only two solutions $\pi_{12} = (1, 2)$, and $\pi_{21} = (2, 1)$, so $\Pi = \{\pi_{12}, \pi_{21}\}$. Therefore, in order to find a schedule $\pi$ that minimizes the maximum regret $Z(\pi)$, it suffices to determine the values of $Z(\pi_{12})$ and $Z(\pi_{21})$. We now show that this task can be done in polynomial time. The makespans of $\pi_{12}$ and $\pi_{21}$ and the minimum makespan under scenario $S \in \Gamma$ are as follows:

$$C_{\text{max}}(\pi_{12}, S) = C_{m2}(\pi_{12}, S), \quad C_{\text{max}}(\pi_{21}, S) = C_{m1}(\pi_{21}, S),$$

$$C_{\text{max}}^*(S) = \min \{ C_{\text{max}}(\pi_{12}, S), C_{\text{max}}(\pi_{21}, S) \}.$$

Determining the value of $C_{\text{max}}^*(S)$ or equivalently solving the deterministic $F|n=2|\text{C}_{\text{max}}$ problem can be done in $O(m)$ time by an algorithm based on a geometric approach, adapted from [9], to solving the deterministic $F|n=2|\text{C}_{\text{max}}$. It turns out that $F|n=2|\text{C}_{\text{max}}$ can be formulated as a shortest path problem in a plane with rectangular objects as obstacles (see Figure 3). The processing times of job 1 (job 2) on machine 1 through machine $m$ under $S$ are represented by intervals on the $x$-axis ($y$-axis). A feasible schedule $\pi$ corresponds to a path from $O$ to $F$ that avoids the obstacles $M_i$, where point $O$ has coordinates $(0, 0)$ and $F$ is the point with coordinates $(\sum_{i=1}^m p_{1i}(S), \sum_{i=1}^m p_{2i}(S))$. The path has the following properties:

(i) It consists of segments which are either parallel to one of the axes (only one job is processed) or diagonal, coordinates of diagonal parts are such that $x - y = \text{const}$, (both jobs are processed in parallel). The length of the path, which corresponds to a maximum completion time of jobs in schedule $\pi$, is the sum of the length of horizontal parts, the length of vertical parts and the length of diagonal parts divided by $\sqrt{2}$.

(ii) It avoids the interior of any rectangular obstacle $M_i$ that corresponds to machine $i$, two jobs cannot be processed simultaneously on the same machine. The horizontal and vertical sides of the rectangle equal to $p_{1i}(S)$ and $p_{2i}(S)$, respectively.
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(iii) All the rectangular obstacles $M_i$ are placed either to the North and West or the South and East from the path which is due to the fact that in a permutation flow shop the order of processing jobs must be the same for all machines.

Observe that there are two paths in Figure 3, which correspond to no idle time feasible schedules $\pi_{12}$ and $\pi_{21}$. The lengths of the paths are equal to $C_{\text{max}}(\pi_{12}, S)$ and $C_{\text{max}}(\pi_{21}, S)$, respectively. Using the geometric formulation one can explicitly express $C_{\text{max}}(\pi_{12}, S)$ and $C_{\text{max}}(\pi_{21}, S)$:

\[
C_{\text{max}}(\pi_{12}, S) = \sum_{i=1}^{m} p_{i1}(S) + \sum_{i=1}^{m} p_{i2}(S) - \sum_{i=1}^{i_{12}(S)-1} p_{i2}(S) - \sum_{i=i_{12}(S)+1}^{m} p_{i1}(S), \quad (38)
\]

\[
C_{\text{max}}(\pi_{21}, S) = \sum_{i=1}^{m} p_{i1}(S) + \sum_{i=1}^{m} p_{i2}(S) - \sum_{i=1}^{i_{21}(S)-1} p_{i1}(S) - \sum_{i=i_{21}(S)+1}^{m} p_{i2}(S), \quad (39)
\]

where $i_{12}(S)$ is the index of the obstacle with the smallest value of $y - x$ of its South-East corner and $i_{21}(S)$ is the index of the obstacle with the largest value of $y - x$ of its North-West corner. In case of tie one takes the smallest (the largest) such an index, formally:

\[
i_{12}(S) = \arg\min_{i \in M} \{ \sum_{k=1}^{i-1} p_{ki2}(S) - \sum_{k=1}^{i} p_{ki1}(S) \}, \quad i_{21}(S) = \arg\max_{i \in M} \{ \sum_{k=1}^{i} p_{ki2}(S) - \sum_{k=1}^{i-1} p_{ki1}(S) \}.
\]

For the example depicted in Figure 3, we get $i_{12}(S) = 2$, $i_{21}(S) = 3$, $C_{\text{max}}(\pi_{12}, S) = 60 + 57 - 10 - 30 = 77$, $C_{\text{max}}(\pi_{21}, S) = 60 + 57 - 30 - 7 = 80$ and $C^*_{\text{max}}(S) = 77$. The following theorem is crucial in determining $Z(\pi_{12})$:

![Figure 3. The geometric formulation of an instance of $F|n=2|C_{\text{max}}$ under $S$.](image-url)
Theorem 20. Let \( \Gamma' = \{S_k : k \in M\} \subset \Gamma \), where \( S_k \) is scenario defined as follows:

\[
p_{11}(S_k) = \begin{cases} 
\bar{P}_1 & \text{if } i \leq k, \\
\bar{P}_1 & \text{if } i > k, 
\end{cases}
\]

Then a worst case scenario for \( \pi_{12} \) belongs to \( \Gamma' \).

Proof. Consider a worst case scenario \( S \in \Gamma \) for \( \pi_{12} \). By (38) and (39), and the fact that \( \Pi \) contains only two schedules, the maximum regret of \( \pi_{12} \) can be expressed as follows:

\[
C_{\text{max}}(\pi_{12}, S) = \max\{C_{\text{max}}(\pi_{12}, S) - C_{\text{max}}(\pi_{21}, S), 0\} = \max\{\sum_{i=1}^{n} p_{11}(S) + \sum_{k=i+1}^{m} p_{12}(S) - \sum_{i=1}^{n} p_{21}(S), 0\}.
\]

Observe that the above regret cannot decrease if we replace \( S \) with \( S_{i+1}(S) \in \Gamma' \). Hence \( S_{i+1}(S) \in \Gamma' \) is also a worst case scenario for \( \pi_{12} \).

An analogous theorem holds for the schedule \( \pi_{21} \). Theorem 20 shows that in order to compute \( Z(\pi_{12}) \) and \( Z(\pi_{21}) \), it suffices to consider only \( m \) extreme scenarios from \( \Gamma' \). Furthermore, for any scenario \( S \), the values of \( i_{12}(S), i_{21}(S), C_{\text{max}}(\pi_{12}, S) \) and \( C_{\text{max}}(\pi_{21}, S) \) can be computed in \( O(m) \) time. This leads to an \( O(m^2) \)-algorithm for the problem. This running time can be reduced to \( O(m) \) by computing \( C_{\text{max}}(\pi_{12}, S_k) \) and \( C_{\text{max}}(\pi_{21}, S_k) \) for all \( S_k \in \Gamma' \) in \( O(m) \) time. The key observation is that \( i_{12}(S) = \arg \max_{S \in M} \{\sum_{k=i+1}^{m} p_{12}(S) - \sum_{k=i+1}^{m} p_{12}(S)\} \). Set \( c_i(S) = \sum_{k=i}^{m} p_{12}(S) - \sum_{k=i+1}^{m} p_{12}(S) \). From this and (38), we have:

\[
C_{\text{max}}(\pi_{12}, S) = \sum_{i=1}^{m} p_{11}(S) + c_{i+1}(S).
\]

The values of \( \sum_{i=1}^{m} p_{11}(S) \) for all \( S \in \Gamma' \) can be determined in \( O(m) \) time. Computing \( c_{i+1}(S) \) for all \( S_k \in \Gamma' \) is more tricky, but can also be done in \( O(m) \) time by an incremental technique, i.e. the technique that uses the values already computed (each increment can be done in a constant time), avoiding in this way unnecessary enumeration (see [7] for details). The values of \( C_{\text{max}}(\pi_{21}, S) \) for all \( S \in \Gamma' \) can be computed in \( O(m) \) time in a similar way. We have thus shown the following result:

Theorem 21. Minmax regret \( F|n = 2|C_{\text{max}} \) is solvable in \( O(m) \) time.

We now study Minmax regret \( F2||C_{\text{max}} \), i.e. the minmax regret version of the permutation flow shop with 2 machines. Let us point out that the complexity of this problem is unknown and it is still an interesting and unresolved open problem. We first address the problem of computing the maximum regret \( Z(\pi) \) of given schedule \( \pi \). Let \( S^{i}_{\pi} \) be a scenario under which the job processing times are as follows: \( p_{1\pi(i)} \) for \( i \leq j \); \( p_{2\pi(i)} \) for \( i \geq j \); \( p_{1\pi(i)} \) for \( i > j \); and \( p_{2\pi(i)} \) for \( i < j \). Define \( \Gamma' = \{S^{1}_{\pi}, \ldots, S^{n}_{\pi}\} \).

Theorem 22. Scenario set \( \Gamma' \) contains a worst case scenario for \( \pi \).

Proof. Let \( S \) be a worst case scenario for schedule \( \pi \) and let \( \pi(j^*) \) be a critical job in \( \pi \) under \( S \), i.e. the last job whose completion time on machine 1 is equal to its starting time on machine 2 in schedule \( \pi \) under \( S \). We will show that \( S^{i}_{\pi} \) is also a worst case scenario for \( \pi \). Indeed, when we replace \( S \) with \( S^{i}_{\pi} \), the makespan of \( \pi \) will increase by exactly
\[ \Delta = \sum_{i \leq j} (\overline{p}_{1(i)} - p_{1(i)}(S)) + \sum_{i \geq j} (\overline{p}_{2(i)} - p_{2(i)}(S)). \]

On the other hand, the makespan of an optimal schedule under \( S^j \) cannot increase by more than \( \Delta \) in comparison with \( S \) and the theorem follows.

Theorem 22 allows us to express the maximum regret of \( \pi \) as follows:

\[
Z(\pi) = \max_{j \in J} \left\{ \sum_{i=1}^{j} \overline{p}_{1(i)} + \sum_{i=j}^{n} \overline{p}_{2(i)} - F^*(S^j) \right\}.
\]  

A job \( j \) maximizing (40) is called a critical in \( \pi \). In consequence, the value of \( Z(\pi) \) can be computed in \( O(n^2 \log n) \), since the makespan of an optimal schedule can be determined in \( O(n \log n) \) time by Johnson's algorithm. This running time can be improved to \( O(n^2) \) by observing that the subsequent scenarios in \( \Gamma' \) differ only in a few processing times (see [36] for details).

We now present a branch and bound algorithm and some heuristics to solve the problem. The branch and bound algorithm consists in systematically augmenting partial schedules to capture all feasible assignments of jobs to positions in the partial schedules. Each node at level \( j \) of the search tree corresponds to the situation after assigning the first \( j \) jobs in a partial schedule. The leaves of the search tree represent complete schedules. The partial schedules, whose associated lower bounds exceed the best upper bound are fathomed. Furthermore, the partial schedules which violate certain dominance conditions are eliminated from examinations. The complete schedules, which are not eliminated by the dominance conditions and the bounding process are evaluated by a method for computing the maximum regret for the associated schedule. We now present all the elements of the branch and bound algorithm.

Computing a lower bound for the maximum regret of any partial schedule is similar in spirit to the algorithm for determining the maximum regret of a given schedule. Consider a partial schedule \( \pi = (\pi(1), \ldots, \pi(l), \ldots, \pi(n)) \), where jobs \( \pi(1), \ldots, \pi(l) \) are fixed and the positions of the remaining \( n-l \) jobs, denoted by \( J' \), are unknown. A lower bound is determined in three stages. The first stage consists of \( l \) iterations. For iteration \( j \), \( j = 1, \ldots, l \), the job placed at position \( j \) in \( \pi \) is assumed to be critical. The scenario \( S^j \) is then completely determined and we can compute the lower bound

\[
LB = \sum_{i=1}^{l} \overline{p}_{1(i)} + \sum_{i=l}^{n} \overline{p}_{2(i)} - C_{max}(S^j).
\]

The largest value of \( LB \) over all \( j = 1, \ldots, l \) is the first stage lower bound. In the second stage, an impact of each unassigned job \( j \in J' \) being the critical job while occupying the position \( l+1 \) is evaluated. In this case scenario \( S^j \) is also completely determined and we can compute a lower bound in the same way as in the first stage. The smallest value of \( LB \) obtained over all \( j \in J' \) is the second stage lower bound. The third stage is similar to the second one with the exception that each unsigned job is assumed to be critical job at position \( n \). Finally, a lower bound for the maximum regret of the partial schedule \( \pi \) is the best lower bound obtained in the three stages. The overall time complexity of computing this lower bound is \( O(n^2) \), if we additionally make use of the observation about similarity of two consecutive scenarios (see [36] for details).

The next two propositions establish some dominance properties.

**Proposition 7.** If for two jobs \( j \) and \( h \), \( \overline{p}_{1j} \leq \overline{p}_{1h} \) and \( \overline{p}_{2j} \geq \overline{p}_{2h} \), then there exists an optimal minmax regret schedule in which \( j \) precedes \( h \).
Proof. Suppose, on the contrary, that in every optimal minmax regret schedule job \( h \) precedes job \( j \). Choose one such a schedule, denote it by \( \pi' \), and construct schedule \( \pi '' \) from \( \pi \) by swapping \( j \) and \( h \). Let \( S_\pi \) and \( S_{\pi ''} \) be some worst case scenarios for \( \pi \) and \( \pi '' \), respectively. Thus, \( C_{\max}(\pi'',S_{\pi ''}) - C_{\max}(S_\pi) > C_{\max}(\pi,S_\pi) - C_{\max}(S_{\pi ''}) \). Let \( k \) denote the position of jobs \( j \) and \( h \) in schedules \( \pi \) and \( \pi '' \), respectively. Then, from Johnson’s algorithm, the time required to complete the first \( k \) jobs is minimized by partitioning this set into the subset \( L \) containing the jobs with \( p_{1l}(S_{\pi ''}) \leq p_{2l}(S_{\pi ''}) \) and the subset \( R \) containing the jobs with \( p_{1l}(S_{\pi ''}) > p_{2l}(S_{\pi ''}) \) and constructing a schedule in which the jobs from \( L \) are processed first in nondecreasing order of \( p_{1l}(S_{\pi ''}) \), and the jobs from \( R \) are processed next in nonincreasing order of \( p_{2l}(S_{\pi ''}) \). Now \( p_{1l}(S_{\pi ''}) \leq p_{1h}(S_{\pi ''}) \) and \( p_{2h}(S_{\pi ''}) \), due to \( \overline{p}_{1j} \leq \overline{p}_{1h} \) and \( \overline{p}_{2j} \geq \overline{p}_{2h} \), which implies \( C_{2j}(\pi,S_{\pi ''}) \geq C_{2j}(\pi'',S_{\pi ''}) \). Hence, \( C_{\max}(\pi,S_{\pi ''}) - C_{\max}(S_{\pi ''}) \geq C_{\max}(\pi'',S_{\pi ''}) - C_{\max}(S_{\pi ''}) \), which contradicts our assumption. \( \square \)

Proposition 8. If for two jobs \( j \) and \( h \), \( \min\{\overline{p}_{1j},\overline{p}_{2h}\} \leq \min\{\overline{p}_{1h},\overline{p}_{2j}\} \), then an optimal minmax regret schedule can be determined without considering schedules in which job \( h \) immediately precedes job \( j \).

Proof. Suppose, on the contrary, that in every optimal minmax regret schedule job \( h \) immediately precedes job \( j \). Take such a schedule \( \pi \) and construct schedule \( \pi' \) from \( \pi \) by swapping \( j \) and \( h \). If \( S_\pi \) and \( S_{\pi'} \) are worst case scenarios for \( \pi \) and \( \pi' \), respectively, then \( C_{\max}(\pi',S_{\pi'}) - C_{\max}(S_{\pi}) > C_{\max}(\pi,S_{\pi}) - C_{\max}(S_{\pi'}) \). Consider schedule \( \pi \) and fix scenario \( S_{\pi'} \). From \( \min\{\overline{p}_{1j},\overline{p}_{2h}\} \leq \min\{\overline{p}_{1h},\overline{p}_{2j}\} \), we have \( \min\{p_{1j}(S_{\pi}),p_{2h}(S_{\pi'})\} \leq \min\{p_{1h}(S_{\pi'}),p_{2j}(S_{\pi})\} \). Hence and from \([9, Lemma 6.10]\), it follows that \( h \) and \( j \) can be swapped without increasing \( C_{\max}(\pi,S_{\pi'}) \). Thus, \( C_{\max}(\pi,S_{\pi'}) \geq C_{\max}(\pi',S_{\pi'}) \) and \( C_{\max}(\pi,S_{\pi}) - C_{\max}(S_{\pi'}) \geq C_{\max}(\pi',S_{\pi'}) - C_{\max}(S_{\pi'}) \), which contradicts our assumption. \( \square \)

We now discuss a heuristic algorithm, based on a local search, for computing a close approximation schedule with a little computation effort. It can also be used to determine a good initial upper bound in the branch and bound algorithm. The heuristic algorithm starts with an initial schedule \( \pi \), computes its maximum regret and tries to improve it by performing a local search. The neighborhood of \( \pi \) is defined as the set of all schedules that can be reached by generating \( n(n-1) \) insertions of jobs in \( \pi \) and \( n(n-1)/2 \) pairwise interchanges of jobs in \( \pi \). Only those schedules are examined that do not violate the dominance conditions shown in Propositions 7 and 8 and their maximum regrets are computed. If none of the schedules in the neighborhood of \( \pi \) is better than \( \pi \), then \( \pi \) is an approximation schedule for the problem and the algorithm terminates. Otherwise, a new schedule \( \pi' \) with the smallest maximum regret in the neighborhood of \( \pi \) replaces \( \pi \) and the process is repeated. It remains to show how the initial schedule is constructed. Let us first observe that each job \( j \) contributes at least \( \min\{\overline{p}_{1j},\overline{p}_{2j}\} \) to the makespan of an optimal minmax regret schedule. Therefore, for each job \( j \), the value of \( \min\{\overline{p}_{1j},\overline{p}_{2j}\} \) is computed and two job sets \( L \) and \( R \) are formed in the following way: \( j \in L \) if \( \overline{p}_{1j} \leq \overline{p}_{2j} \), and \( j \in R \) otherwise (job \( j \) such that \( \overline{p}_{1j} \leq \overline{p}_{2j} \) has more chances to provide its minimum contribution to the makespan of an approximate schedule if it is placed early in the schedule). Then an initial schedule is constructed by arranging jobs \( i \in L \) in the Johnson’s order with respect to \( \overline{p}_{1j} \) and \( \overline{p}_{2j} \), followed by jobs \( i \in L \) arranged in the Johnson’s order with respect to \( \overline{p}_{1j} \) and \( \overline{p}_{2j} \).
We now discuss the computational performance of the branch and bound and the heuristic algorithms, by describing the results of experiments carried out in [36]. All the tests were performed for 810 test problems, involving \( n = 9, 12, 15 \) jobs. The bounds of job processing times were generated randomly from a uniform distribution on intervals with controlled variability. Each instance was solved by the branch and bound algorithm and the heuristic algorithm. Additionally, for each instance an optimal expected makespan schedule was determined. The worst case performance of optimal expected makespan schedules and the expected makespan performance of optimal minmax regret schedules were tested. The experiments illustrated that the running time of the branch and bound algorithm grown fast with the problem size \( n \). Thus its performance may be poor for larger-sized problems. This justifies the construction of the heuristic algorithm which was very fast for every instance. The heuristic algorithm correctly returned optimal solutions in 95% of the 810 test problems, while the average and worst errors in approximating optimal solutions were 0.2% and 16.7%, respectively. Furthermore, the experiments shown the worst case performance of optimal expected makespan schedules were poor (the maximum error of 289.1%) in contrast to optimal minmax regret schedules which closely approximated optimal expected makespan schedules (the maximum error of 3.9%). Thus, optimal minmax regret schedules simultaneously hedged against worst case realization of job processing times and had good the expected makespan performance.

### 3.4.2. Discrete uncertainty representation

We start by showing the known results on the complexity and hardness of approximation of Minmax (Regret) \( F_2 || C_{\text{max}} \) under discrete uncertainty representation.

**Theorem 23** ([28]). Minmax (Regret) \( F_2 || C_{\text{max}} \) is strongly NP-hard for two processing time scenarios. Furthermore, Minmax Regret \( F_2 || C_{\text{max}} \) is not at all approximable for two processing time scenarios unless \( P=NP \).

**Theorem 24** ([28]). If the number of scenarios is unbounded, then Minmax \( F_2 || C_{\text{max}} \) is strongly NP-hard not approximable within \((4/3 - \varepsilon)\) for any \( \varepsilon > 0 \), unless \( P=NP \).

Theorems 23 and 24 imply that Minmax \( F_2 || C_{\text{max}} \) for two scenarios does not admit an FPTAS and does not admit a PTAS if the number of scenarios is unbounded.

We now briefly describe a branch and bound algorithm and a heuristic algorithm for Minmax Regret \( F_2 || C_{\text{max}} \). They are similar in spirit to the corresponding algorithms for Minmax Regret \( F_2 || C_{\text{max}} \) with interval processing times described in Section 3.4.1. All the presented results are also valid for Minmax \( F_2 || C_{\text{max}} \), because it suffices to set \( C_{\text{max}}(S) = 0 \) for each \( S \in \Gamma \). A method for determining the maximum regret of given schedule \( \pi \) is as follows. For each scenario \( S \in \Gamma \), we compute the value of \( C_{\text{max}}(S) \) by using Johnson’s algorithm, which requires \((Kn \log n)\) time. The maximum regret of each schedule \( \pi \in \Pi \) can be then computed in \( O(Kn) \) time, which is necessary to compute the makespans of \( \pi \) under all scenarios in \( \Gamma \). Determining a lower bound on the maximum regret of any partial schedule \( \pi = (\pi(1), \ldots, \pi(l), \ldots) \) can be done in \( K \) iterations. Namely, for each scenario \( S \in \Gamma \), the \( n - l \) unknown jobs are arranged in the Johnson’s order with respect to \( p_{ij}(S) \), and append to the partial schedule \( \pi \). The resulting schedule is denoted by \( \pi' \). Then \( LB = C_{\text{max}}(\pi', S) - C_{\text{max}}^*(S) \) is a lower bound on the maximum regret of the partial schedule.
\[ \pi = (\pi(1), \ldots, \pi(I), \ldots). \] Clearly, we choose the smallest lower bound computed over all \( K \) scenarios in \( \Gamma \). If the optimal makespan for each \( S \in \Gamma \) is determined and stored prior to the above bounding process, then computing a lower bound on the maximum regret of any partial schedule can be done in \( O(Kn) \) time.

The following dominance conditions are analogous to these in Propositions 7 and 8.

**Proposition 9** (36). If for two jobs \( j \) and \( h \), \( p_{1j}(S) \leq p_{1h}(S) \) and \( p_{2j}(S) \geq p_{2h}(S) \) for all \( S \in \Gamma \), then there exists an optimal minmax regret schedule in which \( j \) precedes \( h \).

**Proposition 10** (36). If for two jobs \( j \) and \( h \), \( \min\{p_{1j}(S), p_{2j}(S)\} \leq \min\{p_{1h}(S), p_{2j}(S)\} \) for all \( S \in \Gamma \), then an optimal minmax regret schedule can be determined without considering schedules in which job \( h \) immediately precedes job \( j \).

The heuristic algorithm consists in performing a local search for each scenario \( S \in \Gamma \) and choosing a schedule with the smallest value of the maximum regret. Consider a scenario \( S \in \Gamma \). The local search algorithm starts with an initial schedule \( \pi \) which is optimal under \( S \). This schedule is constructed by Johnson’s algorithm. The neighborhood of \( \pi \) is defined as the set of all schedules that can be reached by generating \( n(n - 1) \) insertions of jobs in \( \pi \) and \( n(n - 1)/2 \) pairwise interchanges of jobs in \( \pi \). If none of the schedules in the neighborhood of \( \pi \) has smaller maximum regret than \( \pi \), then the algorithm restarts with a new schedule \( \pi' \) with the smallest value of the maximum regret in the neighborhood \( \pi \) replaces \( \pi \) and the process is repeated. A schedule with the smallest value of the maximum regret obtained by the local search algorithm in iterations 1 through \( K \) becomes an approximation schedule for the problem and the heuristic algorithm terminates.

The branch and bound and the heuristic algorithms were tested in 36. All the tests were performed for 810 test problems with \( n = 9, 12, 15 \) jobs and \( K = 4, 8, 12 \) scenarios. The job processing times were randomly generated for each scenario from a uniform distribution on intervals with controlled variability. Each instance was solved by the branch and bound algorithm and the heuristic algorithm. Additionally, for each instance an optimal expected makespan schedule was computed by the branch and bound algorithm assuming that each scenario is equally probable. The performance of the algorithms and conclusions drawn from the experiments were similar to these for the branch and bound and the heuristic algorithms under the interval uncertainty representation (see Section 3.4.1). For more details, we refer the reader to 36.

We now present some approximation results for \( \text{Minmax } F2|[C_{\text{max}}] \). The following observation is immediate:

**Observation 1.** \( \text{Minmax } Fm|[C_{\text{max}}] \) is approximable within \( m \).

**Proof.** It is clear that \( \text{OPT}_1 \geq L_{\text{max}} \). On the other hand, for any schedule \( \pi \) and scenario \( S \), \( C_{\text{max}}(\pi, S) \leq m \cdot L_{\text{max}}(S) \). Therefore, \( \max_{S \in \Gamma} C_{\text{max}}(\pi, S) \leq m \cdot L_{\text{max}} \leq m \cdot \text{OPT}_1 \). Hence a trivial algorithm that outputs any schedule yields the approximation bound of \( m \). \( \square \)

Observation 1 implies that the unbounded version of \( \text{Minmax } F2|[C_{\text{max}}] \) is approximable within 2. It is interesting to compare this fact to the negative approximation result from Theorem 24. In the remaining part of this section we show how to construct a polynomial time approximation scheme (PTAS) for the bounded version of the problem, i.e. when
the number of scenarios \( K \) is assumed to be constant. Let us fix \( \varepsilon \in (0, 1) \) and let \( \alpha > 0 \) be a fixed number fulfilling the following inequality

\[
\varepsilon^{2/k} \leq \alpha \leq \varepsilon. \tag{41}
\]

The precise value of \( \alpha \) will be specified later (in Step 2). A job \( j \in J \) is big if \( l_j^{\max} \geq \alpha L^{\max} \), small if \( \alpha e L^{\max} < l_j^{\max} < \alpha L^{\max} \) and tiny if \( l_j^{\max} \leq \alpha e L^{\max} \). Accordingly, we partition the set of jobs \( J \) into the three disjoint sets: big jobs, small jobs and tiny jobs, denoted by \( \mathcal{B}, \mathcal{S} \) and \( \mathcal{T} \), respectively. The PTAS is built in three steps.

**Step 1.** Let \( UB = 2L^{\max} \) be the upper bound on \( OPT \). Define \( \delta = \alpha e L^{\max} \) and let us assign the time interval \([0, UB + 2\delta |\mathcal{B}|] \) to machines 1 and 2 under each scenario \( S \in \Gamma \). We will refer to the interval on \( i \) under \( S \) as \( \langle M_i, S \rangle \). Each interval \( \langle M_i, S \rangle \) is partitioned into \( UB/\delta + 2|\mathcal{B}| \) intervals of the same length equal to \( \delta \) and these intervals will be called the \textit{intervals of the first type}. Consider a permutation \( \pi \) of the big jobs. We place each big job \( j \in \mathcal{B} \) in each \( \langle M_i, S \rangle \) so that \( j \) starts at the beginning of some interval of the first type and the order of the big jobs in all \( \langle M_i, S \rangle \) is the same as in \( \pi \). The resulting partial schedule will be called an \textit{outline} and we will denote it by \( \mathcal{O} \). An outline is feasible if under any scenario: the jobs do not overlap on any machine, the precedence constraints between the jobs on machines 1 and 2 are not violated, and no job is completed after \( UB + 2\delta |\mathcal{B}| \). A sample feasible outline is shown in Figure 4. This outline corresponds to the permutation of big jobs \( \pi = (1, 2, \ldots, |\mathcal{B}|) \). Notice that many feasible outlines may correspond to the permutation \( \pi \), but the number of all such outlines is finite and we can easily enumerate all of them.

Now the key observation is that we can generate all the feasible outlines corresponding to all the permutations of big jobs in constant time, provided that the number of scenarios \( K \) is constant. This follows from the fact that the number of big jobs, \( |\mathcal{B}| \), is bounded by \( K \cdot UB/(\alpha L^{\max}) = 2K/\alpha \) and the number of intervals of the first type is bounded by \( 2/\alpha e + 4K/\alpha \). Therefore, the number of all possible allocations of the big jobs to the beginning of intervals of the first type depends only on \( K, \varepsilon \) and \( \alpha \) which are constant.

![Figure 4](image-url) A sample outline for two scenarios corresponding to the sequence of big jobs \((1, 2, \ldots, |\mathcal{B}|)\). One sample interval of the second type indexed by 2 is also shown.

**Step 2.** Consider now the small jobs. The parameter \( \alpha \) can be chosen so that the following inequality holds:

\[
\sum_{j \in \mathcal{S}} l_j^{\max} \leq \varepsilon KL^{\max}. \tag{42}
\]

The reasoning is similar to that in \([23, 55]\). Consider a sequence of real numbers \((\alpha_1, \alpha_2, \ldots, \alpha_{2/|\mathcal{B}|})\), where \( \alpha_k = \varepsilon^k \). Each \( \alpha_k \) defines a set of small jobs \( \mathcal{S}_k = \{ j \in J \mid \alpha_k e L^{\max} < l_j^{\max} < \alpha_k L^{\max} \} \). Clearly \( \mathcal{S}_i \cap \mathcal{S}_k = \emptyset \) for \( i \neq k \). If the inequality (42) would be
violated for all $S_k$, $k = 1, \ldots, \lceil 2/\varepsilon \rceil$, then

$$\sum_{j \in J, S \in \Gamma} (p_{1j}(S) + p_{2j}(S)) \geq \sum_{j \in J} \max_{S}(p_{1j}(S) + p_{2j}(S)) = \sum_{j \in J} p_{j}^{\max} \geq \sum_{k=1}^{\lceil 2/\varepsilon \rceil} \sum_{j \in S_k} l_{j}^{\max} > 2KL_{\max},$$

which is a contradiction. Hence, inequality (42) must hold for at least one $S_k$ and we can fix $\alpha = \alpha_k$. Inequality (42) shows that the total length of the small jobs is upper bounded by $\varepsilon KL_{\max}$ and the total contribution of them to the makespan is at most $\varepsilon KL_{\max}$. Thus, we can simply append the small jobs at the end of the schedule constructed below.

Step 3. In the third and involved step we add to each feasible outline $O$ all the tiny jobs from the set $\mathcal{T}$. Let us number the big jobs with respect to their positions in $O$, i.e. the first big job is indexed by 1 and the last one by $|\mathcal{B}|$. We denote by $\sigma_{k,j}(O,S)$ and $C_{ik}(O,S)$ the starting and completion time, respectively, of the big job $k$ on machine $i$ under scenario $S$. For ease of notation, we will also define $C_{0}(O,S) = 0$ and $\sigma_{i,|\mathcal{B}|+1}(O,S) = UB + 2|\mathcal{B}|\delta$ for each $S$ and $i = 1,2$. Making use of these starting and completion times we create in each $(M_i,S)$ additional intervals $[C_{ik-1}(O,S), \sigma_{ik}(O,S)]$ indexed by $k = 1, \ldots, |\mathcal{B}| + 1$, called the intervals of the second type. One sample interval of the second type, labeled by 2, is shown in Figure 4. The time contained in an interval of the second type in $(M_i,S)$ will be used for processing tiny jobs in this interval on machine $i$ under $S$. In order to determine an assignment of the tiny jobs from $\mathcal{T}$ to the intervals of the second type, corresponding to the outline $O$, we use a linear programming formulation. We define the following decision variables: $x_{jk}$, $j \in \mathcal{T}$, $k = 1, \ldots, |\mathcal{B}| + 1$ and $C$, where $x_{jk} = f$, $0 \leq f \leq 1$, means that the same fraction $f$ of a tiny job $j$ is processed in the interval $k$ of the second type on each machine under each scenario and the value of $C$ is the maximal length of an assignment (a schedule) of the big and tiny jobs over all scenarios. The linear programming formulation is the following:

$$C_{\min}(O) = \min C$$

$$\sum_{k=1}^{|\mathcal{B}|+1} x_{jk} = 1 \quad j \in \mathcal{T}$$

$$C_{ik-1}(O,S) + \sum_{j \in \mathcal{T}} p_{ij}(S)x_{jk} \leq \sigma_{ik}(O,S) \quad k = 1, \ldots, |\mathcal{B}|$$

$$C_{i|\mathcal{B}|}(O,S) + \sum_{j \in \mathcal{T}} p_{ij}(S)x_{j|\mathcal{B}|+1} \leq C \quad i = 1,2, S \in \Gamma$$

$$C \leq UB + 2|\mathcal{B}|\delta \quad j \in \mathcal{T}, k = 1, \ldots, |\mathcal{B}| + 1$$

Constraints (44) assure that each tiny job $j$ is fully assigned. Constraints (45) and (46) assure that the total sums of the processing times of tiny jobs assigned to the intervals of the second type do not exceed the lengths of these intervals. Constraints (46) together with the objective function minimize the maximal length, over all scenarios, of the assignment computed. Constraint (47) assures that this length is not too large, i.e. it does not exceed $UB + 2|\mathcal{B}|\delta$. We now show that the linear program (43)-(48) is feasible. Namely, we show
that there is a feasible outline \( O^* \) such that
\[
C_{\text{min}}(O^*) \leq OPT_1 + 2|\mathcal{B}|\delta. \tag{49}
\]
Let \( \pi^* \) be an optimal minmax schedule with the value \( OPT_1 \). We transform \( \pi^* \) into \( \tilde{\pi}^* \) using the method which is illustrated in Figure 5. Consider intervals \( \langle M_1, S \rangle \) and \( \langle M_2, S \rangle \) for some scenario \( S \). In Figure 5, the first big job 1 is placed properly (i.e., at the beginning of some interval of the first type) on 1 but not properly on 2. So, we delay the starting times of all the jobs on 2 by \( a \), so that job 1 starts processing at time \( \delta \) on 2. The next big job is 2. It is not placed properly on machine 1, so we delay the starting times of 2 and all the jobs succeeding 2 on machines 1 and 2 by \( b \). Then job 2 is still not placed properly on 2, so we delay the starting times of 2 and all the jobs succeeding 2 by \( c \) on 2. It is easy to see that delaying the starting times of these two big jobs increases the makespan under \( S \) by at most \( 4\delta \). We proceed in this way for all the subsequent big jobs and, as the result, we get the schedule \( \tilde{\pi}^* \) in which all the big jobs start processing at the beginning of some intervals of the first type and the makespan under \( S \) increases by at most \( 2\delta|\mathcal{B}| \). We can repeat this independently for each scenario \( S \in \Gamma \) and the makespan of the resulting schedule \( \tilde{\pi}^* \) increases under each scenario by at most \( 2\delta|\mathcal{B}| \). Now, if we remove all the small and tiny jobs from \( \tilde{\pi}^* \), then we obtain a feasible outline \( O^* \) with the corresponding intervals of the second type. Observe that in \( \tilde{\pi}^* \) each tiny job is fully assigned to some interval of the second type with respect to \( O^* \). Consider the set of constraints (44)-(48) built with respect to \( O^* \).

Let us fix \( C = OPT_1 + 2\delta|\mathcal{B}| \). Note that \( OPT_1 \leq UB = 2L_{\text{max}} \) and \( C \leq UB + 2\delta|\mathcal{B}| \). Making use of the starting times of the tiny jobs in \( \tilde{\pi}^* \), we accommodate them in the intervals of the second type in \( O^* \) and set \( x_{jk} = 1 \) if and only if job \( j \in T^* \) is located in the \( k \)-th interval of the second type, \( k = 1, \ldots, |\mathcal{B}| + 1 \). It is easily seen that the binary assignment to variables \( x_{jk} \) satisfies all the constraints (44)-(48). In consequence, there is at least one feasible solution for \( C = OPT_1 + 2\delta|\mathcal{B}| \), which implies (49).

In an optimal solution to the linear program (43)-(48) at most \( 2K(|\mathcal{B}| + 1) + 1 \) tiny jobs receive fractional assignment. The linear program has \( |T^*| + 2K(|\mathcal{B}| + 1) + 1 \) constraints and \( |T^*|(|\mathcal{B}| + 1) + 1 \) variables. Thus a basic feasible solution has at most \( |T^*| + 2K(|\mathcal{B}| + 1) + 1 \) positive variables. Let \( T_1 \) and \( T_2 \) be the sets of tiny jobs that receive a unique assignment and a fractional assignment in this solution, respectively. Hence, and from the fact that each job has at least one positive variable associated to it, which is due to (44), we have:
\[
|T_1| + |T_2| = |T^*|, \quad |T_1| + 2|T_2| \leq |T^*| + 2K(|\mathcal{B}| + 1) + 1.
\]
Combining these inequalities yields $|T_2| \leq 2K(|B| + 1) + 1$. This implies that the tiny jobs $T_2$, receiving fractional assignment, are such that:

$$\sum_{j \in T_2} f_j^{\max} \leq (2K(|B| + 1) + 1)e\ell_{\max}. \quad (50)$$

We will treat the jobs from $T_2$ similarly to the small jobs and append them at the end of the schedule constructed.

Now let us focus on the remaining tiny jobs $T_1$ that receive an integral assignment to the intervals of the second type in an optimal solution to [13]. Notice that this assignment says nothing about the order of the tiny jobs within the intervals of the second type. Hence, we must establish a permutation schedule for the tiny jobs in each interval of the second type. In order to do this we use Sevastianov’s algorithm [54] for the Compact Vector Summation problem. We recall the following result on this problem:

**Lemma 1** ([18][54]). Consider a set of vectors $v_1, \ldots, v_n \in \mathbb{R}^d$ such that $\sum_{k=1}^d v_k = 0$. Then it is possible to find, in polynomial time (in $O(n^2d^2)$ time), a permutation $\rho$ of $1, \ldots, n$ such that, for all $j = 1, \ldots, n$, $\|\sum_{i=1}^j v_{\rho(i)}\|_\infty \leq d \max_{1 \leq k \leq n} \|v_k\|_\infty$.

We now prove the following lemma that will be used to construct a permutation schedule of the tiny jobs $T_1$ in each interval of the second type. Later $p_{\max}$ will be replaced by $p_{\max}^\rho$, where $p_{\max}^\rho$ is the largest processing time among all the processing times of the tiny jobs.

**Lemma 2.** For any instance of the MINMAX $F2||C_{\max}$ problem, there is an $O(n^2K^2)$-time algorithm which outputs a permutation schedule $\rho \in \Pi$ such that

$$C_{\max}(\rho, S) \leq L_{\max}^S + (K + 1)p_{\max} \text{ for all } S \in \Gamma. \quad (51)$$

**Proof.** The proof is adapted from [18] Sect. 1.5.2. We first transform the instance of the problem so that the loads of the two machines under each scenario $S$ are equal, i.e. $L_{\max}(S) = L_1(S) = L_2(S)$. We do this by increasing the processing times of jobs of the less loaded machine, stopping the increase of a processing time as soon as it reaches $p_{\max}$, until both machines are equally loaded. It is clear that if there is a permutation schedule $\rho$ satisfying (51) for the modified instance, then $\rho$ also satisfies (51) for the original one. The following equality holds for any permutation schedule $\pi$:

$$C_{\max}(\pi, S) = I_2(S) + \sum_{j=1}^n p_{\pi(j)}(S) = I_2(S) + L_2(S) \text{ for all } S \in \Gamma, \quad (52)$$

where $I_2(S)$ is the total idle time on machine 2 under scenario $S$ in $\pi$. The amount of the idle time on machine 2 under scenario $S$, before it starts processing job $\pi(j)$ can be determined by the following formula:

$$I_{2\pi(j)}(S) = \begin{cases} 
    p_{\pi(1)}(S), & \text{if } j = 1, \\
    I_{2\pi(j-1)}(S), & \text{if } C_{2\pi(j)}(\pi, S) = C_{2\pi(j-1)}(\pi, S) + p_{\pi(j)}(S), \\
    \sum_{k=1}^j p_{\pi(k)}(S) - \sum_{k=1}^{j-1} p_{2\pi(k)}(S), & \text{if } C_{2\pi(j)}(\pi, S) = C_{1\pi(j)}(\pi, S) + p_{2\pi(j)}(S). 
\end{cases} \quad (53)$$
We can rewrite the third case of (53) as $p_{2\pi(j)}(S) + \sum_{k=1}^{j} (p_{1\pi(k)}(S) - p_{2k}(S))$. Now, if we can find a permutation $\rho$ such that

$$\sum_{k=1}^{j} (p_{1\rho(k)}(S) - p_{2\rho(k)}(S)) \leq K \rho_{\max}, \quad j = 1, \ldots, n,$$

for all $S \in \Gamma$, then we conclude from (53) that $I_{2\rho}(S) \leq \max\{I_{2\rho}((i-1)S), (K + 1) \rho_{\max}\}$ and, since $I_{2\rho}(S) \leq \rho_{\max}$, $I_{2}(S) = I_{2\rho}(S) \leq (K + 1) \rho_{\max}$. Because $\sum_{j=1}^{n} p_{\rho(j)}(S) = L_{2}(S) = L_{\max}(S)$, equality (52) implies (51).

It remains to show that a permutation $\rho$ fulfilling (54) can be constructed in $O(n^2 K^2)$ time. In order to do this we apply Lemma 2. Let us define a set of $K$-dimensional vectors $v_1, \ldots, v_n$, where $v_k = (p_{1k}(S_1) - p_{2k}(S_1), p_{1k}(S_2) - p_{2k}(S_2), \ldots, p_{1k}(S_k) - p_{2k}(S_k))$, $k = 1, \ldots, n$. This set satisfies the assumptions of Lemma 1. Indeed, $\sum_{k=1}^{n} v_k = (L_1(S_1) - L_2(S_1), L_1(S_2) - L_2(S_2), \ldots, L_1(S_k) - L_2(S_k)) = 0$ by equality $L_{\max}(S) = L_1(S) = L_2(S)$. Furthermore $\|v_k\|_{\infty} \leq \rho_{\max}$ for all $k$. Lemma 1 now shows that the required permutation $\rho$ can be determined in $O(n^2 K^2)$ time.

Consider any interval of the second type, say the $k$-th. There is a subset of the tiny jobs $T_1$ assigned integrally to $k$ by the linear program. We construct a permutation schedule for these tiny jobs using the algorithm from Lemma 2. This algorithm produces a permutation schedule with the length under each scenario $S$ at most

$$\max\{\sigma_{1k}(O, S) - C_{1k-1}(O, S), \sigma_{2k}(O, S) - C_{2k-1}(O, S)\} + (K + 1) \rho_{\max}^T,$$

see (51). Hence, in order to accommodate the tiny jobs according to the computed permutation schedule to the intervals $[C_{1k-1}(O, S), \sigma_{1k}(O, S)]$ and $[C_{2k-1}(O, S), \sigma_{2k}(O, S)]$, $C_{1k-1}(O, S) \leq C_{2k-1}(O, S)$, $\sigma_{1k}(O, S) \leq \sigma_{2k}(O, S)$, for all $S$ without violating its feasibility, it suffices to increase the length of the $k$-th interval of the second type on machine 2 under each scenario $S$ by at most $(K + 1) \rho_{\max}^T$, i.e. we shift the big job $k$ and all the jobs starting after this big job to the right on machine 2 under each scenario $S$ by at most $(K + 1) \rho_{\max}^T$. We can apply the algorithm from Lemma 2 to each interval of the second type and the total increase of the length of the intervals of the second type is at most $(|B| + 1)(K + 1) \rho_{\max}^T$.

We are now ready to provide our PTAS which works as follows. First, we generate all the feasible outlines. There must be a feasible outline $O^*$ which satisfies inequality (49). The linear program applied to $O^*$ gives us the partition of the set of the tiny jobs into $T_1$ and $T_2$. Then, we apply the algorithm from Lemma 2 to schedule the jobs from $T_1$ in each interval of the second type. Finally, we create any permutation schedule for $T_2 \cup S$ and append it to the end of the schedule constructed. As the result we get a permutation schedule $\hat{\pi} \in \Pi$ for all the jobs in $J$ with the maximum makespan over all scenarios that can be upper bounded as follows:

$$\max_{S \in \Gamma} C_{\max}(\hat{\pi}, S) \leq OPT_1 + 2\delta|B| + \sum_{j \in T_2} f_{j_{\max}}^j + \sum_{j \in S} f_{j_{\max}}^j + (|B| + 1)(K + 1) \rho_{\max}^T,$$

which is due to (49) and the construction described this makespan. Now using (41), (42), (50) and the conditions: $\delta = \alpha \epsilon L_{\max}, |B| \leq 2K/\alpha, OPT_1 \geq L_{\max}$ and $\rho_{\max}^T \leq \alpha \epsilon L_{\max}$, we get after easy computations:

$$\max_{S \in \Gamma} C_{\max}(\hat{\pi}, S) \leq (1 + O(K^2)\epsilon)OPT_1.$$
For the constant values of $K$ and $\varepsilon$, the above algorithm is polynomial with respect to the number of jobs $n$. We have thus proved the following theorem.

**Theorem 25.** If the number of processing time scenarios $K$ is constant, then MINMAX $F2|C_{\text{max}}$ admits a PTAS.

The same technique yields to a PTAS for the bounded version of MINMAX $Fm|C_{\text{max}}$, when the number of machines $m$ is a fixed constant.

**Theorem 26.** If the number of processing time scenarios $K$ and the number of machines are constant, then MINMAX $Fm|C_{\text{max}}$ admits a PTAS.

### 3.4.3. Notes and references

The two machine permutation flow shop problem under discrete uncertainty representation was first investigated by Kouvelis et al. in [36], where it was proven that its minmax regret version with only two scenarios is weakly NP-hard. This complexity result was strengthened by Kasperski et al. in [28], where the proofs of Theorems 23 and 24 can be found. The PTAS for the bounded version of the minmax problem, shown in Section 3.4.2 was also constructed in [28] and its idea is partially based on the previous works of Jansen et al. [23], Potts [48] and Hall [19] on the deterministic job shop problem. The branch and bound and heuristic algorithms, described in Section 3.4.2 were proposed by Kouvelis et al. [36]. Also the dominance properties shown in Propositions 9 and 10 were first established in [36]. The minmax regret version of the problem with two machines and interval job processing times was first discussed by Kouvelis et al. [36] and by Averbakh [7]. However, the computational complexity of this problem is still open. In [36] the characterization of the worst case scenario (Theorem 22) and the dominance properties (Proposition 7 and Proposition 8) were first proven. The $O(m^2)$ and $O(m)$ time algorithms for the problem with 2 jobs, shown in Section 3.4.1 are due to Averbakh [7]. The branch and bound algorithm and a local search based heuristic for MINMAX REGRET $F2|C_{\text{max}}$ with interval processing times were proposed by Kouvelis et al. [36].

### 3.5. Parallel Machine Scheduling Problem

In this section, we discuss the minmax (regret) versions of the identical parallel machine scheduling problem denoted by $P||C_{\text{max}}$. In this problem, the jobs in $J$ are to be scheduled on $m$ identical machines from the set $M = \{1, \ldots, m\}$. Each job $j \in J$ has a processing time $p_j$. A schedule $\pi$ is an assignment of the jobs to the machines so that each job is assigned to exactly one machine. Notice that $\pi$ is not a permutation of the jobs but we prefer to use the same notation for schedules as for the problems discussed in the previous sections. In the deterministic case, the objective is to compute a schedule minimizing the makespan, i.e. the time in which all the jobs in $\pi$ are completed. The deterministic $P2|C_{\text{max}}$ problem is weakly NP-hard [41] and becomes strongly NP-hard when the number of machines is unbounded [14]. However, when the number of machines is fixed, then the problem admits an FPTAS [50], and when the number of machines is unbounded a PTAS for the problem can be constructed [3, 21].
Let $L_i(\pi, S)$ be the load of machine $i \in M$ under $S$, i.e. the sum of the completion times of all jobs processed on $i$ in $\pi$. Let $C_{\text{max}}(\pi, S) = \max_{i \in M} L_i(\pi, S)$ be the makespan of schedule $\pi$ under scenario $S$. The maximum cost and the maximum regret of $\pi$ are then expressed as follows:

$$F(\pi) = \max_{S \in \Gamma} C_{\text{max}}(\pi, S), \quad Z(\pi) = \max_{S \in \Gamma} \{C_{\text{max}}(\pi, S) - C^*(S)\},$$ (55)

where $C^*(S)$ is the minimum makespan under $S$.

In this section, we will describe the results only for the discrete uncertainty representation. Some attempts to solve the minmax regret problem with interval processing times will be described in Notes and References. Notice that under the interval uncertainty representation the computation of $Z(\pi)$ for a given schedule $\pi$ is NP-hard, since even the simplest deterministic counterpart of the problem is NP-hard. Furthermore, according to the general remark presented in Section 3 MINMAX REGRET $P2|C_{\text{max}}$ with interval processing times is not at all approximable unless $P=NP$.

### 3.5.1. Discrete uncertainty representation

It turns out that MINMAX $P||C_{\text{max}}$ is equivalent to the following VECTOR SCHEDULING problem discussed in [10]: we are given a set $V$ of $d$-dimensional vectors $a_1, \ldots, a_n$ from $[0, \infty)^d$ and a number $m$. A valid solution is a partition of $V$ into $m$ sets $A_1, \ldots, A_m$. The objective is to minimize $\max_{i \in \{1, \ldots, m\}} \|\sum_{j \in A_i} a_j\|_{\infty}$, where $\sum_{j \in A_i}$ is the sum of the vectors in $A_i$. To see that this problem is equivalent to MINMAX $P||C_{\text{max}}$ it is enough to observe that we can treat each vector $a_j$ as a job whose processing time under $k$-th scenario is the $k$-th component of $a_j$. A valid partition of the jobs (vectors) corresponds to a feasible schedule. The following theorem provides a hardness approximation result for the problem under consideration:

**Theorem 27 ([10]).** If the number of scenarios and machines are unbounded, then no polynomial time algorithm exists that approximates MINMAX $P||C_{\text{max}}$ within $\gamma$, for any constant $\gamma \geq 1$, unless $P=NP$.

The next theorem establishes the complexity of the minmax problem when the number of machines equals 2 and the number of processing time scenarios is unbounded:

**Theorem 28 ([29]).** If the number of processing time scenarios is unbounded, then MINMAX $P2||C_{\text{max}}$ is strongly NP-hard and not approximable within $(3/2 - \varepsilon)$ for any $\varepsilon > 0$, unless $P=NP$.

From Theorem 28 it follows that MINMAX $P2||C_{\text{max}}$ does not admit a PTAS for the unbounded number of scenarios. The general remark shown in Section 3 implies that MINMAX REGRET $P2||C_{\text{max}}$ is not at all approximable even in the deterministic case (when $K = 1$).

It is not difficult to construct a mixed integer programming formulation for MINMAX (REGRET) $P||C_{\text{max}}$. Let us introduce binary variables $x_{ij} \in \{0, 1\}$ such that $x_{ij} = 1$ if job $j$
is assigned to machine \( i \) in the schedule constructed. Thus, the MIP formulation for MIN-MAX \( P|C_{\text{max}} \) is as follows:

\[
\begin{align*}
\min & \quad t \\
\sum_{j=1}^{n} p_j(S)x_{ij} & \leq t & i \in M, S \in \Gamma \\
\sum_{j=1}^{m} x_{ij} & = 1 & j = 1, \ldots, n \\
x_{ij} & \in \{0, 1\} & i = 1, \ldots, m, j = 1, \ldots, n
\end{align*}
\]  

The corresponding MIP formulation for the minmax regret version can be obtained by subtracting \( C_{\text{max}}^*(S) \) from the left hand side of the first constraint in (56). Notice, however that computing \( C_{\text{max}}^*(S) \) for a fixed \( S \) is NP-hard.

We now show an alternative exact algorithm for the minmax version of the problem, based on dynamic programming approach. Let us define a load vector \( L = (L_{11}, \ldots, L_{m1}, L_{12}, \ldots, L_{m2}, \ldots, L_{1K}, \ldots, L_{mK}) \), where \( L_{ik} \) is the load of machine \( i \) under scenario \( S_k \) for some partial schedule, \( k = 1, \ldots, K \). Let \( L_{\text{max}} = \max_{S \in \Gamma} \sum_{j \in J} p_j(S) \) and let \( p_{\text{max}} = \max_{j \in J, S \in \Gamma} p_j(S) \). Clearly \( L_{ik} \leq L_{\text{max}} \) for all \( i = 1, \ldots, m \) and \( k = 1, \ldots, K \). Therefore, the number of distinct load vectors is bounded by \( l = (L_{\text{max}})^m \). We can now use a simple dynamic programming algorithm to compute an optimal schedule. An idea of that algorithm is illustrated in Figure 6.
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Figure 6. An illustration of the exact algorithm.

We first build a directed acyclic network composed of node \( L^{00} = (0, \ldots, 0) \) and \( n \) layers, where the \( j \)-th layer is composed of nodes \( L^{1j}, \ldots, L^{lj} \). The arc between \( L^{ujj-1} \) and \( L^{vj} \) exists if and only if the load vector \( L^{vj} \) can be obtained from \( L^{ujj-1} \) by placing the job \( j \) on some machine. This network can be built in \( O(nml) = O(nm(L_{\text{max}})^mK) \) time, since it contains \( nl + 1 \) nodes and each node has at most \( m \) outgoing arcs. The last, \( n \)-th layer contains the load vectors of at most \( l \) complete schedules and the vector corresponding to schedule \( \pi \) with the minimum value of \( \max_{i,k} L_{ik} = \max_{S \in \Gamma} C_{\text{max}}(\pi, S) \) is optimal. This optimal schedule can be obtained by using simple backward computations in the network constructed. The overall running time of the algorithm is \( O(nm(L_{\text{max}})^{mK}) = O(nm(np_{\text{max}})^{mK}) = O(n^{mK+1}m(p_{\text{max}})^{mK}) \). We thus get the following result:

**Theorem 29.** When both the number of scenarios and the number of machines are constant, the MIN-MAX \( Pm||C_{\text{max}} \) is solvable in pseudopolynomial time \( O(n^{mK+1}m(p_{\text{max}})^{mK}) \).
Theorem 30. Given any fixed $\varepsilon \in (0, 1)$, there is an $(1 + \varepsilon)$-approximation algorithm for \textsc{Minmax $P_m | C_{\max}$} which runs in $O(n^{2mK+1}m(1/\varepsilon)^{mK})$ time. Hence, \textsc{Minmax $P_m | C_{\max}$} with constant $m$ and $K$ admits an FPTAS.

Proof. Let us fix $\varepsilon \in (0, 1)$. For each scenario $S \subseteq \Gamma$ define a scaled scenario $\widehat{S}$ under which $p_j(\widehat{S}) = \left[ \frac{np_j(S)}{p_{\max}} \right]$, $j \in J$. We will denote by $\widehat{\Gamma}$ the set of scaled scenarios. If $L_{ik}$ is the load of machine $i$ under $S_k$ for some schedule $\pi$, then $\widehat{L}_{ik}$ is the load of machine $i$ under $\widehat{S}_k$ for $\pi$. Similarly, $\max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi, \widehat{S})$ is the maximum makespan of over the set $\widehat{\Gamma}$. It holds:

$$\frac{\varepsilon p_{\max}}{n} p_j(\widehat{S}) \leq p_j(S) \leq \frac{\varepsilon p_{\max}}{n} (p_j(\widehat{S}) + 1).$$

Thus, $\frac{\varepsilon p_{\max}}{n} \widehat{L}_{ik} \leq L_{ik} \leq \frac{\varepsilon p_{\max}}{n} \widehat{L}_{ik} + \varepsilon p_{\max}$, for each $i = 1, \ldots, m$ and $k = 1, \ldots, K$, which implies that for any schedule $\pi$:

$$\frac{\varepsilon p_{\max}}{n} \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi, \widehat{S}) \leq \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi, \widehat{S}) \leq \frac{\varepsilon p_{\max}}{n} \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi, \widehat{S}) + \varepsilon p_{\max}. \quad (57)$$

If $\widehat{\pi}$ is an optimal schedule for $\widehat{\Gamma}$ and $\pi^*$ is an optimal schedule for the original scenario set $\Gamma$, then $\max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi^*, \widehat{S}) \leq \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi^*, \widehat{S})$, $\text{OPT}_1 \geq \text{OPT}_2$ and inequalities (57) imply:

$$\max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi^*, \widehat{S}) \leq \frac{\varepsilon p_{\max}}{n} \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi^*, \widehat{S}) + \varepsilon p_{\max} \leq \frac{\varepsilon p_{\max}}{n} \max_{\widehat{S} \subseteq \widehat{\Gamma}} C_{\max}(\pi^*, \widehat{S}) + \varepsilon p_{\max} \leq \text{OPT}_1 + \varepsilon p_{\max} \leq (1 + \varepsilon) \text{OPT}_1.$$

Hence the cost of $\pi$ is within $(1 + \varepsilon) \text{OPT}_1$. We can find $\pi$ by applying the exact pseudopolynomial time algorithm for the scaled scenarios (see Theorem 29). Since the largest scaled processing time is not greater than $n/\varepsilon$, the schedule $\pi$ can be computed in $O(n^{2mK+1}m(1/\varepsilon)^{mK})$ time.

If the number of scenarios $K$ is constant and the number of machines $m$ is unbounded, then \textsc{Minmax $P_m | C_{\max}$} admits a PTAS.

Theorem 31 ( [10]). Given any fixed $\varepsilon \in (0, 1)$, there is an $(1 + \varepsilon)$-approximation algorithm for \textsc{Minmax $P_m | C_{\max}$} which runs in $(nK/\varepsilon)^{O(s)}$ time, where $s = O((\ln(K/\varepsilon)/\varepsilon)^K)$. Hence, \textsc{Minmax $P_m | C_{\max}$} with constant $K$ admits a PTAS.

We now consider the case when both the number of machines and the number of scenarios are unbounded. We show several approximation algorithms for that case. The first algorithm is trivial and returns any schedule. The following proposition provides its approximation ratio:

Proposition 11. The unbounded version of \textsc{Minmax $P_m | C_{\max}$} is approximable within $m$.

Proof. Observe that for any schedule $\pi \in \Pi$ under each scenario $S$, it holds $C_{\max}(\pi, S) \leq \sum_{j \in J} p_j(S)$ and $C_{\max}(\pi^*, S) \geq \frac{1}{m} \sum_{j \in J} p_j(S)$, where $\pi^*$ is an optimal minmax schedule. This implies $C_{\max}(\pi, S) \leq m \cdot C_{\max}(\pi^*, S)$ for all $S \subseteq \Gamma$.

The idea of the second algorithm is to construct an artificial scenario $\widehat{S}$ under which $p_j(\widehat{S}) = \sum_{S \subseteq \Gamma} p_j(S)$, $j \in J$, and apply the classical list scheduling algorithm under $\widehat{S}$.

Theorem 32. The list scheduling based algorithm returns a $(K + 1)$-approximate schedule for the unbounded version of \textsc{Minmax $P_m | C_{\max}$}.
Proof. Let \( \hat{\pi} \) be the schedule returned by the list scheduling algorithm. A standard analysis of the list scheduling algorithm yields: \( C_{\max}(\hat{\pi}, \hat{S}) \leq \sum_{j \in J, S \in \Gamma} p_j(S)/m + p_{\max} \). It holds \( OPT_1 \geq \sum_{j \in J} p_j(S)/m \) for all \( S \in \Gamma \), \( OPT_1 \geq p_{\max} \) and the theorem follows.

In order to give the next two approximation algorithms, we assume, without loss of generality, that job processing times have been scaled so that \( OPT_1 = 1 \). This yields the following forms of the lower bounds on \( \frac{\sum_{j \in J} \sum_{S \in \Gamma} p_j(S)}{mK} \):

\[
p_{\max} = \max_{j \in J, S \in \Gamma} p_j(S) \leq 1, \quad \frac{\sum_{j \in J} \sum_{S \in \Gamma} p_j(S)}{mK} \leq 1.
\]

The second algorithm is very simple. It assigns each job to exactly one machine chosen uniformly at random. The random mechanism in the algorithm can be realized by casting for each job \( j \in J \) a symmetric \( m \)-faced dice whose face probabilities are \( 1/m \). Since each job is assigned to exactly one machine, the randomized algorithm returns a feasible schedule. Before, we give an approximation bound for a schedule constructed by the randomized algorithm, we need a version of the standard Chernoff bound.

**Proposition 12 (\cite{10}).** Let \( X_1, \ldots, X_m \) be independent binary random variables and let \( X = \sum_{i=1}^m X_i \). Let \( T = \max_i t_i \) and \( \mu = E[X] \). Then for any sufficiently large \( h \), \( Pr[X > (1 + c \ln h/\ln \ln h)(\mu + T)] \leq h^{-c/2} \).

**Theorem 33.** The randomized algorithm returns an \( O(\ln(Km)/\ln\ln(Km)) \)-approximate schedule with high probability.

**Proof.** Let us fix a machine \( i^* \in M \). Let \( X_j, j \in J \), be independent binary random variables such \( Pr[X_j = 1] = 1/m \) and \( X_j = 1 \) if job \( j \) is assigned to machine \( i^* \). Define \( Y(S) = \sum_{j \in J} p_j(S)X_j \). Now \( E[Y(S)] = \sum_{j \in J} p_j(S)/m \leq 1 \) and \( \max_j p_j(S) \leq 1 \), where the bounds follow from (58). Proposition 12 now yields \( Pr[Y(S) > 2(1 + c \ln(Km)/\ln\ln(Km))] \leq (Km)^{-c/2} \). In general, if \( \xi_i(S) \) is the event that the load of machine \( i \) under scenario \( S \) is greater than \( 2(1 + c \ln(Km)/\ln\ln(Km)) \) then \( Pr[\xi_i(S)] \leq (Km)^{-c/2} \). By the union bound, \( Pr[\xi = \cup_{i \in M} \cup_{S \in \Gamma} \xi_i(S)] \leq Km(Km)^{-c/2} \). By choosing \( c \) sufficiently large, one can ensure that \( Pr[\xi] \) is less than the inverse of a polynomial factor. Hence, for a schedule \( \hat{\pi} \) returned by the randomized algorithm the equality \( \max_{S \in \Gamma} C_{\max}(S, \hat{\pi}) \leq O(\ln(Km)/\ln\ln(Km)) \) holds with high probability.

We now present a deterministic \( O(\ln^2 K) \)-approximation algorithm for the problem. This algorithm will call a known approximation algorithm for the packing integer program (PIP) problem as a subroutine. The special case of PIP, which we will use can be stated follows: given a set of jobs \( J \) with \( p_j(S) \in [0, 1] \), \( j \in J \), \( S \in \Gamma \), the largest volume packing problem is the problem of finding a subset \( J^* \subset J \) such that \( \max_{S \in \Gamma} \sum_{j \in J^*} p_j(S) \leq 1 \) and \( \sum_{j \in J^*} \sum_{S \in \Gamma} p_j(S) \) is maximized. Let \( V_{\max} \) denote the value of an optimal solution. A subset \( \hat{J} \) of jobs in \( J \) is \((\alpha, \beta)\)-approximation for the largest volume packing problem if it satisfies the conditions: \( \max_{S \in \Gamma} \sum_{j \in \hat{J}} p_j(S) \leq \alpha \) and \( \sum_{j \in \hat{J}} \sum_{S \in \Gamma} p_j(S) \geq \beta V_{\max}, \alpha, \beta \leq 1 \). Consider an algorithm shown in the form of Algorithm 2.

We now give an approximation bound for a schedule constructed by Algorithm 2.
Algorithm 2 $O(\ln^2 K)$-approximation algorithm for Minmax $P||C_{\text{max}}$

for $l \leftarrow 1$ to $t$
\{repeat for $t$ packing stages:\}
for $i \leftarrow 1$ to $m$
\{Find an $(\alpha, \beta)$-approximate solution $\hat{J}$ to the largest volume packing problem with the current set of jobs - call an algorithm for PIP as a subroutine.\}
Assign the jobs in $\hat{J}$ to machine $l$ and remove them from the current set of jobs.
\end for
\end for

Find a partial schedule for the remaining jobs using the list scheduling algorithm.

Combine the two partial schedules to obtain a complete schedule $\hat{\pi} \in \Pi$.

return $\hat{\pi}$.

Lemma 3. Algorithm 2 yields a schedule $\hat{\pi} \in \Pi$ such that $\max_{S \in \Gamma} C_{\text{max}}(\hat{\pi}, S) \leq t \cdot \alpha + K/e^t \beta + 1$.

Proof. Let us focus on the machine whose load in $\hat{\pi}$ is equal to $\max_{S \in \Gamma} C_{\text{max}}(\hat{\pi}, S)$. Let $J_1$ and $J_2$ denote the sets of jobs assigned to the machine in the packing stages and by the list scheduling based algorithm, respectively. Since $J_1$ is composed of $(\alpha, \beta)$-approximations to the largest volume packing problems, $\max_{S \in \Gamma} \sum_{j \in J_1} p_j(S) \leq t \cdot \alpha$. Let $J'$ be the set of jobs that remains after $t$ packing stages scheduled by the list scheduling based algorithm. The set $J'$ fulfills the equality (see [10, Corollary 2.10]):

$$\sum_{j \in J'} \sum_{S \in \Gamma} p_j(S) \leq (\sum_{j \in J} \sum_{S \in \Gamma} p_j(S))/e^t \beta. \tag{59}$$

An increase in the load of the machine while assigning jobs from $J_2$ by the list scheduling based algorithm to the considered machine, $\max_{S \in \Gamma} \sum_{j \in J_2} p_j(S)$, is upper bounded by:

$$\sum_{j \in J} \sum_{S \in \Gamma} p_j(S)/m + p_{\text{max}} \leq K/e^t \beta (\sum_{j \in J} \sum_{S \in \Gamma} p_j(S))/(Km) + 1 \leq K/e^t \beta + 1.$$  

The above inequalities follow from a standard analysis of the list scheduling algorithm and (58) and (59). Combining two upper bounds on $\max_{S \in \Gamma} \sum_{j \in J_1} p_j(S)$ and $\max_{S \in \Gamma} \sum_{j \in J_2} p_j(S)$ gives $t \cdot \alpha + K/e^t \beta + 1$. \hfill \square

The number of packing stages $t$ can be chosen as a function of $\alpha$ and $\beta$ to ensure the best approximation guarantee of Algorithm 2. If an $(O(\ln K), 1/2)$-approximation algorithm, proposed in [58], is invoked in the packing stages for solving the largest volume packing problems, then Algorithm 2 becomes an $O(\ln^2 K)$-approximation algorithm. We have thus proved:

Theorem 34. There is an $O(\ln^2 K)$-approximation algorithm for the unbounded version of Minmax $P||C_{\text{max}}$.

Using Proposition[11] we can conclude that the unbounded version of Minmax $P||C_{\text{max}}$ is approximable within $\min\{m, \gamma\}$, where $\gamma$ is one of the approximation ratios given in Theorems 32, 33 or 34. Thus, in particular, it is approximable within 2 for two machines.
There is still an open gap, because we know (see Theorem 28) that the two-machine case is not approximable within $3/2 - \varepsilon$ for any $\varepsilon > 0$.

### 3.5.2. Notes and references

The Minmax $P||C_{\text{max}}$ problem under discrete uncertainty representation is equivalent to the Vector Scheduling problem discussed by Chekuri and Khanna in [10]. Hence some results obtained in [10] such as Theorems 27, 31, and 34 can be directly applied to Minmax $P||C_{\text{max}}$. Theorem 27 was originally stated for the weaker hypotheses $P \neq ZPP$. However, if we use the results presented in [62], then the hardness approximation result in Theorem 27 can be stated assuming only $P \neq NP$. The case with 2 machines was discussed by Kasperski et al. in [29], where the proof of Theorem 28 can be found. Also the pseudopolynomial algorithm and the FPTAS shown in Theorems 29 and 30 were presented in [29]. Perhaps the most interesting open problem is to close the approximability gap for two machines, where a trivial algorithm gives a 2-approximate solution and the problem is hard to approximate within a ratio smaller than $3/2$.

The Minmax Regret $P2||C_{\text{max}}$ problem with interval processing times was discussed by Siepak and Józefczyk in [56]. Since this problem is not at all approximable and the computation of the maximum regret of a given schedule is NP-hard, only some heuristic algorithms should be taken into account. In [56] some attempts were made to find such heuristic solutions. The following heuristic was proposed: the scenario $S$ in which the job processing times are the midpoints of their corresponding time intervals is first determined; then the classical $(4/3 - 1/3m)$-approximation algorithm based on list scheduling according to LPT rule [16] with determined $S$ is applied to find an approximation schedule. The second algorithm is based on the scatter search metaheuristic. To check the computational performance of the heuristic algorithms some computational experiments were carried out. For details we refer the reader to [56].

### 4. Conclusion

The aim of this chapter was to present the state of the art in the field of minmax (regret) scheduling problems. In fact, we described only several very basic scheduling models in which a solution (schedule) has a simple structure. Namely, it is a permutation of jobs or an assignment of jobs to machines. There are a lot of other scheduling models whose minmax (regret) versions have never been explored. Most of the deterministic counterparts of the problems discussed in this chapter are polynomially solvable. Unfortunately, their minmax (regret) versions (with a few exceptions) become NP-hard and often hard to approximate. An analysis of minmax (regret) scheduling problems is very challenging. There are only a few general properties valid for all the problems and each problem has its own structure which need to be explored. For each problem some exact and approximation algorithms should be constructed. A promising method of solving large scale problems is local search.

Among the two uncertainty representations discussed in this chapter, the discrete uncertainty representation seems to be easier to analyze. In most cases it is not difficult to present a reduction which shows the hardness of a problem. It is also often possible to construct a mixed integer programming formulation which allows us to obtain optimal
solutions for smaller instances. Furthermore, computing the maximum and maximum regret criteria for a given schedule reduces to solving a small number of the deterministic problems. On the other hand, in the interval uncertainty representation the computation of the maximum regret may be a nontrivial task. For some problems, such as \( \textsc{Minmax Regret} \ |prec| \max w_j T_j \), no method of computing the maximum regret is known. Also, computing the maximum regret of a given schedule may be much more time consuming than solving a deterministic problem. This is the case for \( \textsc{Minmax Regret} \ |\sum C_j \) with interval processing times, where computing the value of \( Z(\pi) \) requires \( O(n^3) \) time while solving the deterministic problem requires only \( O(n \log n) \) time. There are several interesting open problems for the interval uncertainty representation. Perhaps the most interesting one is to characterize the complexity of \( \textsc{Minmax Regret} F2||C_{\text{max}} \) with interval processing times, which is open to date.

The minmax (regret) framework presented in this chapter can be extended. For example, some other methods of defining scenario set, which better reflect various types of uncertainty, can be considered. However, the complexity results described in this chapter may be useful when more complex scenario set are analyzed. For the discrete uncertainty representation, the maximum criterion can be generalized by using the Ordered Weighted Averaging aggregation operator (shortly OWA) proposed by Yager [60]. The minmax approach is often regarded as too conservative (see [42] for some examples where applying the minmax criterion is controversial). Using the OWA operator one can take all scenarios into account while computing a solution and also take into account the attitude of decision makers towards the risk. Some attempts in this area have been recently made in [29]. In many cases it is possible to provide an additional information with scenario set. Even if the probability distribution is not available, decision makers often feel, or have some knowledge, which scenarios are more likely to occur. In this case the possibilistic approach seems to be appropriate (see [35]). The criteria used in the possibilistic approach generalize the minmax and minmax regret criteria and allows us to take more information into account while computing a solution.
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